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Message from the Editor-in-Chief 

TOJSAT welcomes you.  
  
I am happy to inform you that The Online Journal of Science and Technology (TOJSAT) has been 
published volume 7 issue 2 in 2017. This issue has research papers from all around the world. 
 
The Online Journal of Science and Technology (TOJSAT) is an international journal in the field of 
science and technology. TOJSAT is an online and peer-reviewed journal that accepts papers on all 
aspects of science and technology.  The aim of TOJSAT is to diffuse new developments in science and 
technology.  The mission of TOJSAT is to provide educators, teachers, administrators, parents and 
faculties with knowledge about the very best research in science and technology. TOJSAT's 
acceptance rate is almost 30%. TOJSAT is now a major resource for knowledge about science and 
technology. 
 
TOJSAT publishes research and scholarly papers in the fields of science and technology. All papers 
are reviewed at least by two international members of the Editorial Board with expertise in the areas(s) 
represented by a paper, and/or invited reviewers with special competence in the area(s) covered. The 
Editors reserve the right to make minor alterations to all papers that are accepted for publication. 
 
TOJSAT is interested in various researches in science and technology. Therefore, we are pleased to 
publish this issue which different papers from various fields are shared with professionals. TOJSAT 
thanks and appreciate the editorial board members who have acted as reviewers for one or more 
submissions of this issue for their valuable contributions. 
 
TOJSAT is confident that readers will learn and get different aspects on science and technology. Any 
views expressed in this publication are the views of the authors and are not the views of the Editor and 
TOJSAT. 
  
TOJSAT will organize ISTECEurope  - 2017 at Freie University in Berlin, Germany and 
ISTECAmerica - 2017, in Harvard University, Boston, USA.  ISTEC series is an international 
educational activity for academics, teachers and educators.  This conference is now a well-known 
science and technology event.  It promotes the development and dissemination of theoretical 
knowledge, conceptual research, and professional knowledge through conference activities. Its focus is 
to create and disseminate knowledge about science and technology.     
  
Call for Papers 
TOJSAT invites our authors to submit a research paper.  Submitted articles should be about all aspects 
of science and technology.  The articles should be original, unpublished, and not in consideration for 
publication elsewhere at the time of submission to TOJSAT. Manuscripts must be submitted in 
English. 
 
TOJSAT is guided by its’ editors, guest editors and advisory boards. If you are interested in 
contributing to TOJSAT as an author, guest editor or reviewer, please send your CV to 
tojsateditor@gmail.com. 
  
April 01, 2017 
Editor‐in‐Chief   
Prof. Dr. Aytekin İŞMAN 
Sakarya University, Turkey 
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Message from the Editor 

 
Dear Tojsat Readers, 
 

Now, we are reading 2nd issue of 7th volume of The Online Journal of Science and 
Technology. We finished the istec 2016 conference hold in Vienna, Austria.  The papers 
submitted from Saudi Arabia to Turkey  receives interests from all over the areas of science 
and technology. The selected, peer-reviewed papers were accepted for publication apart from 
contributions from all over the World. 

 

Prof.Dr. Mustafa S. Dundar 

Editor  
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ANALYSES OF ABA RESPONSES GENES IN ARABIDOPSIS 
THALIANA sos5 MUTANT UNDER NaCI STRESS 

Tuba ACET 

Gümüşhane University, Engineering and Applied Sciences Faculty, Department of Genetic and Bioengineering, 
Gümüşhane- TURKEY 

tubaacet@hotmail.com 

Abstract: Abscisic acid (ABA) is an important phytohormone that regulates a lot of 
physiological, biochemical and molecular processes during plants life and response stress 
conditions. In this paper, Arabidopsis thaliana salt overly sensitive (sos5) mutant which known 
hyper sensitive to NaCI stress was used to investigate ABA regulation. Because of this, ABA 
depended genes determined by q-RT PCR method under 2h. 100 mM NaCI stress. Findings 
indicated that RD29A, RD 29B and RD22 which ABA dependent gene expressions were highly 
lower than Col-gl (wild type); however ERD1 which ABA in depended gene expression was 
higher than WT. Based on these results, we suggest that defect of ABA responses gene 
regulation might be responsible for hypersensitivity to Arabidopsis sos5 mutant under salt 
stress.  

Keywords: ABA, Arabidopsis thaliana, sos5 mutant, salt stress 

Introduction 

Salinity is one of the most serious problems limiting the productivity of agricultural crops, with adverse effects on 
germination, plant defense system and crop yield (Munns & Tester, 2008). More than 45 million hectares of 
irrigated land have been damaged by salt, and 1.5 million hectares are taken out of production each year as a result 
of high salinity levels in the soil around the world (Munns & Tester, 2008). High salinity affects plants in several 
ways: water stress, ion toxicity, nutritional disorders, oxidative stress, alteration of metabolic processes, membrane 
disorganization, reduction of cell division and expansion, genotoxicity (Hasegawa, Bressan, Zhu, & Bohnert, 
2000; Munns, 2002; Zhu, 2007). According to them, plant growth, development and survival highly reduced. 
Plants effected from salt stress in some different aspects such as osmotic, ionic and toxic. Meanwhile, plants have 
evolved several mechanisms to cope with salt stress. One of the most related defense mechanism is that produce 
ABA and express ABA related genes under salinity. For example, some researches showed that ABA-deficient 
mutants perform poorly under salinity stress (Xiong, Gong, Rock, Subramanian, Guo, Xu, et al., 2001). On the 
other hand, it has been shown that ABA-dependent and -independent transcription factors may also cross talk to 
each other in a synergistic way to amplify the response and improve stress tolerance (Shinozaki & Yamaguchi-
Shinozaki, 2000). 

There are some mutants characterized related to ABA and these are giving clues about ABA’s role under stresses. 
But, we have very few ideas about Arabidopsis sos5 mutant related to ABA. Shi et. al., (2003) has been shown 
firstly the sos5 mutant of A. thaliana by root growth under salt stress. The root of sos5 shows a drastic reduction 
of elongation growth combined with radial swelling of the elongation zone. Cell walls appear abnormally thin in 
sos5, apparently lacking the middle lamella (Shi et al., 2003). 

To better understand the ABA related genetic pathway linking sos5 mutant with salt tolerance and root growth, 
we exposed 2 hour 100 mM NaCI both WT and mutant. Then, we compared some ABA dependent and 
independent gene expression levels. We found that abscisic acid (ABA) dependent genes lower on sos5 mutant 
compared to WT. We propose that Arabidopsis sos5 mutant is hypersensitive to salt stress because of does not 
able to expressed ABA dependent genes enough and seem very sensitive.  

Materials and Methods 

Growth conditions 

Arabidopsis thaliana ecotype Col gl wild type and the mutant (sos5-1) were kindly provided by Jian-Kang Zhu 
(University of California, Riverside, CA, USA). Growth conditions were as previously described (Blaukopf et al., 
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2011). For phenotypic observation, ten seedlings were manually transferred to test media containing standard 
medium alone or also including the NaCI, and were examined using a dissecting microscope (Leica EZ4 HD). 
Stock ABA solution was prepared that was dissolved in 0.01 M NaOH. 
 
Quantitative real-time PCR (qRT-PCR) 
 
Samples were treated in biological triplicates. For each biological replicate, 150 seedlings were grown on a nylon 
mesh (20 mmmesh size; Prosep, Belgium) for 4 d and were transferred to standard medium with or without 100 
mM NaCl and incubated for 120 min. Roots were removed from the seedlings, frozen in liquid nitrogen, ground 
in a ball mill (Retsch, Germany) for 2 min and RNA was extracted using peqGOLD Trifast (Peqlab, Germany) 
according to the manufacturer’s instructions. The RNA concentration was measured using a Nano Drop 2000c 
Spectrophotometer (Thermo Scientific, USA). For each sample, 1 mg of total RNA was reverse-transcribed with 
oligo(dT) primers using a first-strand cDNA synthesis kit (Thermo Scientific, USA) according to the 
manufacturer’s instructions.  
Real-time PCR was performed using Solis BioDyne 5 × HOT FIREPol EvaGreen qPCR Mix Plus (no ROX) 
(Medibena, Austria), and a CFX96 TM Real-Time PCR Detection System (Bio-Rad, USA) was used for detection. 
Information on the oligonucleotides used can be found in Data Table 1. For real-time PCR, the following program 
was used: 95.0 8C for 15 min, 40 cycles of 95.0 8C for 10 s, 55.0 8C for 30 s, 72.0 8C for 30 s. Each biological 
replicatewas analysed in technical duplicates. The average technical error was 0.5 (+1) Ct values. Technical 
outliers were identified when the DCt between technical replicates was 2.5, and the higher Ct value was removed. 
The remaining technical replicates were averaged and the DCt (Ct test – CtUBQ5) was calculated.The effect of 
genotypes and treatments was tested by subjecting the DCt values of three biological replicates to a two-sided t-
test.  
For this study, the relative mRNA levels of three ABA dependent genes and one independent gene were analysed.  
 
Results and Discussion 
 
The mechanisms of genetic control of salt tolerance in plants have not yet fully understood. Because, salt stress 
sensed by different sensors. For instance, when plants exposed to salt stress, cell wall, cell surface and vacuole 
affected immediately and then triggered genes that over come to this case. One of the significant sensors that cell 
surface proteoglycans have been implicated in many aspects of plant growth and development, but genetic 
evidence supporting their function has been lacking. Shi et. al., (2003), reported in their paper that the Salt Overly 
Sensitive5 (SOS5) gene encodes a putative cell surface adhesion protein and is required for normal cell expansion. 
They isolated sos5 mutant in a screen for Arabidopsis salt-hypersensitive mutants. According to them, under salt 
stress, the root tips of sos5mutant plants swell and root growth is arrested. The root-swelling phenotype is caused 
by abnormal expansion of epidermal, cortical, and endodermal cells. So, it means SOS5 gene is responsible for 
plant growth and development. Even under salt stress, the roots of the wild-type plants exhibit highly organized 
and defined cell shapes. Cell wall architecture, cytoskeleton, wall–membrane interactions and interaction between 
neighboring cells play a vital role in the control of cell expansion (Darley et. al., 2001). When this gene function 
knock out, in response to salt stress, the root tips of sos5 plants swell and the root growth and elongation was 
arrested. We hypothesized that the certain phenotypic abnormalities of sos5 related to ABA regulation.  
According to our qRT-PCR results (Figure 1.), At-RD29A, At-RD29B and At-RD22 which are ABA dependent 
genes were highly expressed in WT plants, compare to sos5 mutants. On the other hand, when we checked At-
ERD1 which is ABA independent gene was higher in sos5 mutants than WT under 100 mM NaCI. These results 
suggested that SOS5 gene have a synergistic function with ABA gene regulation. If there is no SOS5, in other 
word sos5 mutant plants, there is a problem with ABA regulation and plants do not able to handle with salt stress 
affects. Based on this, Seifert et., al., (2014) pointed out that application of ABA suppresses the non-redundant 
role of At-SOS5 in the salt response and Salt oversensitivity in At-sos5 is suppressed by the exogenous ABA 
applications. All tested ABA-dependent genes displayed a significant repression in At-sos5, suggesting that the 
effect of At-SOS5 on stress signaling might be specific for ABA. 
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Table 1: Oligonucleotides used for qRT-PCR. 

 
1-) RD29A:  
At5g52310.1 

RD29A-F: AAGTTACTGATCCCACCAAAGAAGAAAC  
RD29A-R: TTTCCTCCCAACGGAGCTCCTAAAC 

2-) RD29B:  
At5g52300.1 

RD29B-F: TCCGGTTTACGAAAAAGTCAAAGAAAC  
RD29B-R: AATCCGAAAACCCCATAGTCCCAAC 

3-) RD22:  
At5g25610 

RD22-F: ACGTCAGGGCTGTTTCCACTGAGGTG  
RD22-R: TAGTAGCTGAACCACACAACATGAG 

4-) ERD1:  
At5g51070 

ERD1-F: ACTTGGAAGGGGTGAACTTCAGTG  
ERD1-R: AGGTCCCACCAGTATAGGCTCATCG 

 
 
Figure 1. Expression level of ABA related genes during under 100 mM NaCI. Error bars on each point indicate 
±SE from three independent replicates.  
 

 
 
 
Conclusion 
 
The predicted lipid-anchored glycoprotein At-SOS5 positively regulates cell wall biosynthesis and root growth by 
modulating ABA signalling. Taken together, we suggest that At-SOS5 and ABA signalling act in genetic synergy, 
leading to suppression of At-sos5 by ABA. Overall, we conclude that At-SOS5 regulates normal root growth via 
an ABA-depedent signalling pathway that might be upstream of cell wall biosynthesis. 
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Abstract: In this paper, a study was designed to explore mathematics majors engaged in Calculus 
writing prompts. The paper also provides mathematics instructors benefits for instruction and 
students for the importance of writing to make sense of mathematics. An analysis for both the 
derivative and integral writing prompts was completed. The results indicate that mathematics 
majors were able to solve derivative and integral problems, however, some were unable to articulate 
their mathematical thinking and the thinking of others. 

Key Words: Calculus, writing prompts, higher education, mathematics  

“You know what I mean….I just can’t explain it!” 
 
Introduction  

The above response was expressed by a mathematics major who participated in the study. University 
instructors have experienced leaners who are unable to articulate their mathematical understanding verbally and/or in 
written form. Why are some learners unable to convey their mathematical thinking in writing? Many learners view 
writing as a skill that should be practiced in History or English courses, rather than mathematics. The purpose of this 
paper is to record the results from a research study designed to examine the influence of calculus writing prompts and 
provide implications for instructors.  

Ideas About Writing to Learn Mathematics 
In a course designed for mathematics majors, learners explore some mathematics topics using writing prompts. For 
this study, writing prompts are defined as a situation where a learner explains a mathematical topic so that another 
learner would understand without simply restating a formula. Many participants in this study expressed disappoint for 
the idea of using calculus writing prompts to explain their mathematical thinking. This could be due to the lack of 
experience with writing to explain one's mathematical understanding. Morgan (1998) noted learners in mathematics 
might complete practice exercises without writing a single sentence to explain their solutions. Learners were asked to 
explain their mathematical thinking and the thinking of others for various topics in mathematics. Instructors may not 
perceive any relationship between writing and learning mathematics (Davision and Pearce, 1988; Ntenza, 2006). 
Learners must be given an opportunity to write about their mathematical thoughts. This can only be accomplished if 
the instructor is aware of the benefits for having learners articulate their thoughts in writing. Davision and Pearce 
(1980), further explain when instructor’s use structured writing activities regularly the performance of learners 
improves drastically. 
 
The Purpose of the Study 
A study analyzed the mathematical thinking of twenty-three students' responses to various open writing prompts in 
order to decipher the students' mathematical understanding (Aspinwall and Aspinwall, 2003). The mathematical 
thinking of the students was classified into four categories: 1) algorithms and computation, 2) limited understanding, 
3) utilitarian value, and 4) conceptual understanding. Do learners view mathematics as a procedural process rather 
than a conceptual process?  Or do the views illustrate a limited understanding and/or a utilitarian value? The purpose 
of the current study was to determine the mathematics majors (n=9) written explanations for the derivative and integral 
calculus concepts based on the four categories, see table 1.  
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Table 1 Calculus writing prompts 
 

Prompt 1 

(derivative) 

A learner in class is confused with the idea of the derivative. How would you explain this 
concept so that the learner gains a greater understanding without simply restating the 
formula? 

Prompt 2 

(integral) 

A learner claims that the integral is used to find the area under the curve by using 
rectangles but is experiencing difficulty when finding the integrals for her homework 
assignment. She then says “I don’t understand; I know what I’m supposed to find, I just 
can’t find it.” Is this learner correct about the concept? How would you help this learner 
achieve understanding of the concept? Explain. 

 
Discussion 
The calculus writing prompts were presented in a courses designed for mathematics majors in the beginning of a 
spring semester. Various calculus writing prompts were required; however, the derivative and integral writing prompts 
were of importance for this study. The derivative and integral calculus writing prompt is the first assignment where 
my learners are asked to think about writing to explain their understanding. The calculus writing prompts for the 
derivative and integral were given as a homework assignment, where each learner was able to use resources in order 
to create a well written response in their explanation for the derivative and integral. I have identified responses from 
three learners who are identified as: Mary, Billy, and Heather (pseudonyms). These learners were selected since their 
responses represent diverse mathematical understanding. The following sections describe four categorizes of 
mathematical understanding and the mathematics majors’ responses are organized accordingly. 
 
Algorithms and Computation 
Algorithms and computation is when a learners’ response is illustrated by evidence of a procedure in nature in order 
to explain the learners’ mathematical understanding. For instance, Mary wrote, "say we're given the ݂ሺݔሻ ൌ ସݔ	 െ
ሻݔଷ the derivative of this function is ݂ሺݔ3 ൌ ଷݔ4 െ  ଶ." She then proceeds to illustrate a procedure in order to findݔ9
the derivative. Below is Billy's example who describes given the learner another problem to solve, while he watches 
to determine if the learner has errors in their work. 
 

First, I would have the learner state the definition of the limit for me lim
௛→଴

௙ሺ௫ା௛ሻି௙ሺ௫ሻ

௛
. Once that 

is stated, I would have the learner walk through a problem with me watching, to see if I can see 
what they aren't understanding. If there is a problem somewhere I would correct it. 

 
Utilitarian Value 
Utilitarian value is a response that reflects the usefulness of mathematics, either now or in the future; however, lack a 
valid response that would lead to a greater mathematical understanding. Evidence of this is demonstrated in Billy's 
response: 
 

This learner does have a limited understanding of the integral function, because there are many uses 
for the integral function not just to find the area under a curve. It is also used to find the volume of 
a solid rotated about a given point, as well as for optimizing different kinds of formulas. In the real 
world, there is a science called physics that uses the integral function to determine how much work 
it takes to do something. Also, farmer brown uses the integral function to maximize the amount of 
area he can enclose with a certain amount of fencing. 
 

Billy has clearly identified several instances where the integral is useful. He has yet to offer a well written 
interpretation so that a learner would have a greater understanding for the integral. 

Limited Understanding 
Limited understanding is a response that lacks conceptual understanding, while identifying more than one procedure. 
Heather demonstrated a lack of understanding in her response. For instance, Heather's response was "I would explain 
to the learner that a derivative of f(x) is the same as the instantaneous rate of change, or slope, of a function at any 
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value x." Heather's response for the derivative indicates she understands the concept, however, lack to interpret a well 
written explanation to help another learner make sense of the derivative. Another example, was Heather's response to 
the integral writing prompt was: 
 

This learner is on the right track, but she does not realize that there is more than one way to find the 
integral of a problem. Using rectangles to find the area under a curve is a good way to work the 
problem. First, the learner should set a subinterval for the rectangles with in the given interval of the 
integral. The learner should know how to find the area of a rectangle. Using this, the learner can add 
the area of the subintervals that he or she created and multiply the sum of the subintervals to the 
difference of the main interval divided by the number of subintervals. These are all things the learner 
should know by the time they reach calculus. The learner just needed something that he or she 
already knows to relate what they are learning. 
 

Heather's response, indicates a limited understanding since using rectangles will not yield the most accurate area 
under a curve. 
 
Conceptual Understanding 
Conceptual understanding is when a learner is able to articulate a well written mathematical explanation. Mary's 
response indicates conceptual understanding of an integral: 
 

This learner has the right concept; the integral is the area under the curve of a function. However, 
her understanding is limited. I would explain to this learner that even though an integral IS the area 
under the curve, you cannot just draw rectangles and add up the areas because the number of 
rectangles you draw will affect the answer. Depending on the shape of the curve, you may end up 
with too much area or too little. But we want to be precise. So in order to find the exact area under 
that curve we need an infinite number of rectangles.  

 
In Mary’s response, she explains to the learner the idea for using rectangles will yield a solution, however, 
the solution will not be precise. She concludes by helping the learner to understand that an infinite number 
of rectangles must be used to arrive to an accurate solution. 
 
Responses Evaluated 
All learners were able to calculate derivatives and integrals, as demonstrated on various assessments, however, this 
research project analyzed the learners’ ability to provide well written explanations for the derivative and integral 
calculus concepts. The learners were all able to provide valid elucidations for the derivative and integral concepts, 
however, not all explanations lead to conceptual understanding. For instance, Heather's response for the derivative 
and integral showed that she was able to provide a definition for both, however, lacked a concise explanation to help 
a learner without restating a procedure. Billy and Mary's response for the derivative writing prompt was categorized 
as procedural understanding, while Mary's response for the integral writing prompt was conceptual understanding and 
Billy's was utilitarian value, see table 2.  
 

Table 2.  Writing prompt (1 & 2) responses for Mary, Billy, and Heather 
 

CALCULUS WRITING 
PROMPTS 

Mary Billy Heather 

Prompt 1 (derivative) AC AC LU 

Prompt 2 (integral)   CU UV LU 

Key:                  

CU: Conceptual Understanding    

LU: Limited Understanding    

UV: Utilitarian Value     

AC: Algorithms and Computation    
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As for all nine learners, their responses varied for both the derivative and integral writing prompts, see table 3. For 
both the derivative and integral writing prompts, approximately 55.5% of the learner written responses were 
conceptual understanding & algorithms and computation, while approximately 66.6% were utilitarian value. From 
the data, it is apparent that the learners view the derivative and integral as procedural mathematics and they are able 
to articulate the usefulness. 

Table 3.  Approximate percentages for all nine learner’s responses 

CALCULUS WRITING 
PROMPTS 

Conceptual 
Understanding 

Utilitarian      
Value 

Limited        
Understanding 

Algorithms and 
Computation 

Prompt 1 (derivative) 3 (33.3%) 2 (22.2%) 1 (11.1%) 3 (33.3%) 

Prompt 2 (integral) 2 (22.2%) 4 (44.4%) 1 (11.1%) 2 (22.2%) 

 
 
Benefits for Learner  
Some learners in the study were unable to articulate a well written explanation for the derivative and integral 
calculus concepts. With further opportunities to express their mathematical thoughts, learners will be able to 
formulate well written ideas. There are many benefits for allowing learners opportunities to write about their 
mathematical thinking: 
 

 allow learners to dialog with teacher (Miller, 1992) 
 learners express and reflect their attitudes, knowledge, processes, and belief about mathematics (Miller, 

1991) 
 improve learning (Miller, 1991) 
 improve problem solving (Johnson, 1983) 
 learners do considerable thinking and organizing of their thoughts (Johnson, 1983; McCarthy, 2008) 
 experience expressing mathematical thoughts (Johnson, 1983) 
 stimulate thinking about mathematics (Johnson, 1983) 
 improve learner writing (Sjoberg, Slavit, Coon, 2004) 
 improve ability to make connections to real-life applications with confidence (Sjoberg, Slavit, Coon, 2004) 
 allow learners' opportunities to think about mathematical ideas (Porter and Masingila, 2000) 
 increased learners' ability to understand higher levels of mathematics (Sjoberg, Slavit, Coon, 2004) 

 
Learners need opportunities to reflect and gather their thoughts about new mathematics learned; and possibly make 
connections to mathematics already learned.  
 
Benefits for Instructor 
Allowing learner’s, the opportunity to write their mathematical thinking provides the instructor with valuable 
information. A list of benefits for the instructor are: 
 

 improve instruction (Miller, 1992) 
 allow learners to dialog with instructor (Miller, 1992) 
 informal assessment (Miller, 1991) 
 writing is for all levels of mathematics (i.e., abstract algebra, and analysis) (Johnson, 1983) 

 
Instructors also acquire information about learner’s progress and/or development through allowing learners 
opportunities to write in mathematics. Furthermore, the instructor can determine struggling learners and/or those 
who have misconceptions. Some instructors even use writing in mathematics to detect learner’s beliefs, attitudes, 
and/or ability to question the world using mathematics.  
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Conclusion 
In this study, writing prompts were implemented with undergraduate mathematics majors, however, the results of 
the study yield a greater perspective for higher education instructors.  Mathematics majors also need opportunities to 
explain their mathematical understanding, regardless of mathematics or statistics course. Writing prompts allow 
learners' the opportunity to write about their mathematical thinking, which will inform the instructor of their 
learners' mathematical development.  
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Abstract: CMAS (CaO-MgO-Al2O3-SiO2) based ceramics were fabricated by using dolomite, 
kaoline and zirconia as raw materials.  Natural calcia and magnesia containing material 
(dolomite) and silica and alümina containing kaolin were used to develop a new ceramic of 
CMAS system. The calculated amounts of oxides for the indicated compositions were ball 
milled for 3 h using distilled water as the milling media. After drying, the powders pressed in 
cylindrical mould under the pressure of 300 MPa. The samples were fired in an electric furnace 
with a heating rate of 10ºC.minute-1 at 900ºC to 1200ºC for periods of 1, 3, and 5 hours. Then, 
the fired samples were cooled to room temperature in the furnace. Microstructure of produced 
CMAS ceramics were investigated and their phases analysis was determined. The effects of 
ZrO2 oxide on microstructure and phase structure of CMAS ceramics were also investigated. 

Keywords: CMAS ceramics, anorthite, diopside, dolomite, kaoline 

Introduction 
Glass-ceramic materials, prepared by the controlled crystallization of glasses, have a variety of established uses 
that depend on their uniform reproducible fine-grained microstructures, absence of porosity and other wide-range 
of properties, which can be tailored by an adjustment of composition and the heat treatment procedure applied. 
Recently, glass-ceramics based on chain silicate structures have been developed (Khater, 2010). The glass-
ceramics based on CMAS quaternary system, which are mainly produced from inexpensive natural or synthetic 
materials, such as fly ash, blast furnace slag, basalt, oil shale, granite and tuff, lithium porcelain clay tailings have 
received increasing attention during the past few decades. Blast furnace (BF) slag is one of the most abundant 
solid by-products in steel plants. Currently most of BF slag in China has been used for cement manufacturing and 
civil engineering, and the remaining amount is deposited in landfill. BF slag, which is mainly composed of CaO, 
SiO2, Al2O3 and MgO, is the excellent raw material for the production of glass-ceramics. Recycling these slags is 
necessarily beneficial not only for economy, but also for environmental friendly steel plants (Yang et al, 2015). 
CMAS ceramic is one of the most promising glass–ceramic systems, and has excellent mechanical properties, high 
abrasive resistance and good chemical resistance due to the precipitation of crystals like diopside [CaMgSi2O6], 
anorthite [CaAl2Si2O8] and cordierite [Mg2Al4Si5O18]. CMAS ceramics have become good candidates for 
functional applications such as sealant for solid oxide fuel cells, architectural applications such as building 
materials for interior and exterior walls, and heavy industrial applications such as protective materials for bunker, 
funnel and chute. As well known, the crystallization of CMAS glass–ceramics is very difficult, and also hard to 
control, which largely restricts the preparation and application of CMAS glass–ceramics. Sintering process and 
body crystallization process are two main preparation methods of CMAS glass–ceramics. Sintering process is 
derived from the sintering of fine ceramics, consisting of glass melting, water quenching, particle molding and 
high-temperature sintering, while body crystallization process is similar to the production procedures of plate glass, 
including glass melting, molding, annealing, nucleation and crystallization. In comparison with body 
crystallization process, it is relatively easy to control the crystallization of CMAS glass, but it is too difficult to 
obtain the fully dense glass–ceramics, for sintering process. Recently improving the crystallization of CMAS glass 
by adding nucleation agent has received considerable attentions. However, the present researches mainly focus on 
the crystallization of CMAS glass–ceramics prepared by sintering process (Yang et al,2014) 

Controlled bulk crystallization is the method most frequently used for producing glass-ceramics through controlled 
crystallization. The study of the CMAS system was also important for understanding the reactions taking place in 
rocks, blast furnace slags and MgO refractories. In most cases, published phase diagrams are related to equilibrium 
conditions that are not usually encountered in glass-ceramic preparations. Therefore, it is necessary to determine 
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the relationship between the compositions of glass-ceramics and the crystal phases developed under conditions in 
which such polycrystalline materials were actually produced. In a previous paper Khater (2006)  managed to obtain 
a glass-ceramic material based on by-pass silica sand and magnesite. From cement kiln dust which made up about 
57 wt.% of the batch constituents depending on the composition. Cement kiln dust is generated in the cement kiln 
and associated equipment. Dust from the raw mix and the surroundings of the plant is normally suppressed with 
closed systems and through water sprays. During the burning process, the gas flows entrain a substantial quantity 
of dust that forms part of the kiln exit gasses. The production of cement kiln dust strongly depends upon the 
chemistry of raw materials, type of process and the design of gas velocities in the kiln. Other factors such as kiln 
performance and dust collection systems also play vital roles in kiln dust generation. The production of alkaline-
earth aluminosilicate glasses in the system CMAS has been broadly investigated in the past decade. Crystalline 
phases such as cordierite, diopside, wollastonite, mullite, etc., have been precipitated from glasses under controlled 
conditions resulting in glass-ceramics with attractive dielectric properties and high mechanical and chemical 
resistance (Khater, 2010). 

The CMAS ceramic system has attracted much attention due to its low densification temperature, low thermal 
expansion coefficient (TCE < 5.106 /1C), low dielectric constant (εr<10) and better chemical durability. To 
facilitate CMAS glass crystallization different nucleating agents, such as TiO2, CaF2, and ZrO2 have been used. It 
is well known that the flexural strength and fracture toughness can be improved by precipitating nano-size 
tetragonal ZrO2 particles into the bulk glass. However, the pure glass easily bloats or softens during firing, leading 
to distortion of the components and requires the addition of ceramic fillers (such as alumina, cordierite, and rutile 
etc.) to eliminate softening at 800–900°C (Wang et al, 2014). Hanning et al (2006) explained that the glass 
compositions, the kind and content of nucleating agent and the schedule of heat-treatment, all greatly affect the 
microstructure and properties of glass–ceramics. In this work, sintering behaviors and microstructural properties 
of CMAS ceramics in the presence of the ZrO2 nucleation agent was investigated. 

Experimental procedures 
Kaolin, dolomite, and zirconia were used as starting materials for preparations of CMAS based ceramics. ZrO2 

was added as a nucleation agent after the heat treatment schedule was determined, in attempt to promote the 
crystallization and improve performance of ceramics. The method of preparation of CMAS ceramics in present 
study is illustrated in Fig. 1. As shown in Figure the calculated amounts of the starting oxides for the indicated 
compositions were ball milled for 3 h using distilled water as the milling media and dried than sintering different 
temperature and times. Table 1 presents the chemical analyses of the raw materials, and Table 2 presents the 
chemical composition of the two CMAS ceramics. ZrO2 was added into the CMAS-D ceramics compositon for 
preparations of CMAS-DZ coded ceramics.  

Scanning electron microscopy (SEM, Jeol 6060LV) and energy-dispersive X-ray spectroscopy (EDS) were used 
to characterization of produced CMAS ceramics microstructure. X-ray diffraction (XRD) analysis was performed 
with RIGAKU D/Max/2200/PC to determine the crystalline phases occured in the produced CMAS ceramics. The 
volume density was measured by Archimedes method.  The Vickers hardness (HV) of the samples were measured 
using a microhardness tester (LEICA VMHT MOT) with a 100 g load, its load time was 15 s along the whole 
cross-section. Chemical durability of CMAS ceramic specimens was analyzed by measuring weight loss after 
chemical attacked at 2h later in 10% NaOH solutions at 100ºC. 

 

The Online Journal of Science and Technology - April 2017 Volume 7, Issue 2

www.tojsat.net Copyright © The Online Journal of Science and Technology 11



 

 
1100˚C CMAS-D 

 
1100˚C 

CMAS-DZ 

 
 

1200˚C CMAS-D 
1200˚C 

CMAS-DZ 
(a) (b) (c) 

 
Figure 1. (a) Flow chart for the CMAS ceramics production, (b) and (c) macro structure of CMAS-D and 

CMAS-DZ coded ceramics 
 

Table 1. Chemical analysis of the used raw materials (wt.%) 
Raw Materials CaO MgO Al2O3 SiO2 H2O ZrO2 

Dolomite 50 50 - - - - 
Kaolin - - 39.5 46.54 13.96 - 

Zirconia - - - - - 100 
 

Table 2. Chemical composition of the investigated CMAS ceramics (wt.%) 
Composition  

(wt. %) 
SiO2 Al2O3 CaO and MgO  

ZrO2 Kaolin Dolomite 
CMAS-D 64 36 - 

CMAS-DZ 64 36 5 

 

Results and discussion 
Fig. 2 shows the SEM micrographs of two coded ceramic samples crystallized at 1100 °C to 1200° C for 1 and 3 
hours. It can be seen that the complex nucleation agents have an important role on the shape of crystals. With the 
addition of ZrO2 (CMAS-DZ sample), the crystals irregularly arrange with sheet shape and low crystallinity 
(Khater, 2010). According to the SEM image of CMAS, a large number of granular crystals and a small quantity 
of lamellar shape crystal were distributed in the glass matrix after treated at 1100°C.  S. Banijamali et al. (2009)  
explained that sintered CMAS ceramics reveals a coarser microstructure in which the needle-like crystals have 
been extended from the surface toward the center of glass particles. This behavior has led to the crack-like defects 
in the middle of particles. 

Starting powders  
(Kaolin, Dolomite and ZrO2) 

Sintering 
(900oC-1200°C for 1, 3 and 5 hours) 

CMAS ceramics 

Mixing  
Al2O3 ball  

Drying  
(100oC for 24 hours) 

 XRD 
 SEM-EDS 
 Microhardness 
 Chemical resistance 
 Density 

Pressing 
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In Fig. 3, the columnar and small granular crystalline phases were distributed in CMAS specimen after 
crystallization at 1100 °C. It is well known diopside is a columnar crystal in ceramics. Furthermore, the EDS 
microanalyses were carried out on different areas of CMAS specimens. The magnesium content of 1 coded area 
is higher than other areas. The aluminium and oxygen content of 4 and 5 areas is apparently higher than 1, 2 and 
3 coded areas, which showed that the columnar crystalline phases were diopside. The addition of zirconia which 
can enhance the heterogeneous nucleation of phases, and limit the growth of long anisotropic anorthite grains 
which will result in new voids where equiaxed grains are originally located.  

 CMAS-D CMAS-DZ 
 
 
 

1100 °C 
1 h 

  

 
 
 

1100 °C 
3 h 

 
 
 
 

  
 
 
 

1200 °C 
1 h 

 

  
 
 
 

1200 °C 
3 h 

 
 

  
Figure 2. SEM images of the CMAS-D and DZ coded samples in the sintering of 1100 °C to 1200 °C  

for 1 and 3 hours 
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(a) (b) 
Elementler Miktar (%) 

1 2 3 4 5 
O 36.893 48.117 40.688 42.623 44.007 

Mg 60.474 6.927 4.660 1.041 1.194 
Al 0.704 12.893 14.711 25.653 21.825 
Si 1.493 10.829 17.436 29.334 32.024 
Ca 0.436 21.234 22.505 1.349 0.950 

 

(c) 
 

Elementler Miktar(%) 
1 2 3 

O 28.393 30.556 43.716 
Mg 0.728 1.729 3.251 
Al 23.232 12.992 15.095 

Si 27.582 20.047 19.157 
Ca 17.194 32.147 14.937 
Zr 2.871 2.530 3.844 

(d) 
Figure 3. SEM-EDS analysis of  (a), (c) CMAS-D and (b), (d)  CMAS-DZ samples sintered at 1200°C for 3h 

Fig. 4 shows XRD patterns of the CMAS-D and CMAS-DZ coded samples crystallized at 900°C, 1000°C, 1100°C 
and 1200°C for 3 h.  It can be seen that the CMAS-D, and CMAS-DZ samples have the same main crystalline 
phases, such as diopside and anorthite, their frequency depending largely on the base composition and 
crystallization parameters. It can be noticed that, with increasing the ZrO2 content, the intensity of diopside 
becomes stronger gradually. In the Khater’s (2014) X-ray diffraction showed that monoclinic or triclinic 
wollastonite (CaSiO3), diopside (CaMgSi2O6) and anorthite (CaAl2Si2O8) were the main crystalline phases 
developed in the CMAS ceramics. 

CMAS-DZ ceramics exhibited slightly higher relative density and less porosity than CMAS-D ceramics, which is 
consistent with the results of Table 3. The corrosion resistance of CMAS ceramics is evaluated from the weight 
losses after leaching in alkali solution. The results are given in Table 3. Samples weight loss values for CMAS-D 
ceramics change between the ranges of 2.12 % to 3.73 % and for CMAS-DZ ceramics change between the ranges 
of 2.02% to 2.98%.  It can be seen that, in general, the durability of CMAS ceramic is increased depend on 
crystallization temperature and adding ZrO2 nucleating agent. 
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Figure 4. (a) XRD patterns of the CMAS-D and  (b) CMAS-DZ samples crystallized at 900°C, 1000°C, 1100°C 

and 1200°C for  3 h  (a:anorthite, d: diopsite, w: wollastonite, g:gehlenite) 

Indentation microhardness measured for the obtained CMAS ceramic materials (Table 3) was found to lie in the 
range 522–844 HV, indicating high abrasion resistance of these materials and making them suitable for many 
applications under aggressive mechanical conditions. Samples hardness values for CMAS-D ceramics change 
between 522 HV to 787 HV and for CMAS-DZ ceramics change between 612 HV to 844 HV.  The hardness of 
the samples drops from a value of about HV=844 for CMAS-DZ to about HV=522 for CMAS-D. Vickers hardness 
of CMAS ceramics were observed to increase with addition of ZrO2. Average value of HV for the desert sand 
glass was found to be 6.37 GPa. This value of Vickers microhardness for desert sand glass falls is smaller than in 
this study results (Choi et al., 2015). 
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S. Banijamali et al. (2009) chose raw materials from commercial grade calcium carbonate, corundum, silicon 
oxide, titanium oxide, zirconium oxide and calcium fluoride. The homogenized mixture of raw materials was 
transferred to a zircon crucible and melted at 1450 °C for 1 h in an electric furnace. The melts were water quenched 
and the obtained frits were dried and milled to the required particle sizes (<75µm). According to the obtained 
results, in spite of less crystallization in SZ6 (ZrO2 containing specimens), this sample shows the highest Vickers 
hardness and improved chemical resistance rather than fluorine containing specimens. 

Tablo 3. Various properties of the CMAS-D and CMAS-DZ ceramics 
Sample name Sintering 

temperature (°C) 
Time 
(h) 

Density 
(g/cm3) 

Hardness 
(HV) 

Mass loss in 
NaOH (wt.%) 

 
 
 
 

CMAS-D 

 
1000 

1 1.70 522 3.73 
3 - 532 - 
5 1.72 568 - 

 
1100 

1 1.72 570 2.65 
3 1.73 582 - 
5 1.77 612 2.35 

 
1200 

1 1.84 747 2.31 
3 1.92 787 2.12 

 
 
 
 

CMAS-DZ 

 
1000 

1 - 612 2.98 
3 1.805 634 - 
5 1.825 673 - 

 
1100 

1 1.845 705 2.5 
3 1.88 736 - 
5 1.95 765 2.33 

 
1200 

1 1.97 827 2.27 
3 1.99 844 2.02 

 

Marques et al. (2010)  reported that, the glass-ceramics based on diopside, with excellent mechanical properties, 
high abrasive resistance and good chemical resistance, were good candidates for decorative materials in 
construction field. 

Conclusions 

In the present work, the reported results show that dolomite, kaoline and zirconia can be used to develop a new 
ceramic of CMAS system. For sintering temperature lower than 1100°C, the CMAS specimen were digested. 
Diopside and anorthite were found as major crystalline phases. With the raise of sintering temperature, the crystal 
shape changed from spherical to needle and the crystal size became much larger. Vickers hardness of CMAS 
ceramics were observed to increase with the addition of ZrO2.   

References 
Khater, G.A. (2010) Journal of Non-Crystalline Solids 356 (2010) 3066–3070. 
Qing-chun YU, Chun-pei YAN, Yong DENG, Yue-bin FENG, Da-chun LIU, Bin YANG, (2015) Trans. 

Nonferrous Met. Soc. China 25, 2279-2284 
Xingzhong Guo, Xiaobo Cai, Jie Song, Guangyue Yang, Hui Yang, (2014) Journal of Non-Crystalline Solids, 405 

63–67 
Khater, G.A. (2006)  Advances in Applied Ceramics, 105-107. 
Hsing-I Hsianga, Shi-Wen Yung, Chung-Ching Wang, (2014Ceramics International 40, 15807–15813. 
Hanning Xiao, Yin Cheng, Liping Yu, Huabin Liu, (2006), Materials Science and Engineering, A 431, 191–195. 
Narottam P. Bansal, Sung R. Choi, (2015) Ceramics International,41, 3901–3909.  
S. Banijamali, B. Eftekhari Yekta, H. R. Rezaie, V. K. Marghussian, (2009) Thermochimica Acta, 488, 60–65. 
Marques V M F, Tulyaganov D U, Agathopoulos S, Ferrira J M F., (2008). Ceramics International, 27: 661-668, 

The Online Journal of Science and Technology - April 2017 Volume 7, Issue 2

www.tojsat.net Copyright © The Online Journal of Science and Technology 16



COMPARISON OF DIFFERENT TEMPORAL DATA WAREHOUSES 
APPROACHES 

 
 

Georgia GARANI 
Technological Educational Institute of Larisa, Department of Computer Science and Engineering, Greece  

garani@teilar.gr 
 

Canan Eren ATAY 
Dokuz Eylul University, Department of Computer Engineering, Izmir, Turkey  

canan@cs.deu.edu.tr 
 
 

Abstract: Data warehouses are mainly used for business data analysis by querying and 
reporting huge collections of data. For the management of historical data, temporal data 
warehouses have been developed. Two current approaches for dealing with temporal data in 
data warehouses are compared in this paper, Object-Relational Temporal Data Warehouse (O-
RTDW) model and Starnest Temporal Data Warehouse (S-TDW) model. The O-RTDW model 
enables data values to be associated with facts, and specifies when facts are valid, thereby 
providing a complete history of the data values and their changes. To accurately and completely 
store all data changes, the valid time should be kept at the attribute level. On the other hand, the 
S-TDW model uses the starnest schema for the modeling of time-varying data in dimensions. 
The temporal starnest schema expresses naturally hierarchy levels by the clustering of data in 
nested tables, with result the description of aggregation levels for a dimension in a natural way. 
By comparing these two temporal data warehouses models, object-oriented and nesting 
approaches are also compared and evaluated. 
 
Keywords: Data Warehouse, Temporal Data Warehouse, Object-Relational Model, Starnest 
Schema 

 
Introduction 
Data warehouses play a critical part in the success of businesses. Decision support systems, data mining, business 
analysis, forecasting and product line analysis are all good examples of where data warehouses can be used. 
Two IBM researchers, Barry Devlin and Paul Murphy, introduced the term ‘Business Data Warehouse’ in 1988 
(Devlin and Murphy, 1988). It was described as a ‘single logical storehouse of all the information used to report 
on the business’. In 1990, Ralph Kimball introduced Red Brick Warehouse, a database management system 
specifically for data warehousing. In the following year, 1991, a software for developing a data warehouse was 
built by Bill Inmon, the Prism Warehouse Manager. 
Since then, a data warehouse (DW) is considered to be the main component of every business 
intelligence environment. It is mainly used for business data analysis by querying and reporting huge collections 
of data. Data in a DW must be stored in a way that is secure, reliable, easy to retrieve and to manage.  
According to Bill Inmon (Inmon, 2002) a DW is “a collection of subject-oriented, integrated, non-volatile and 
time-variant data to support management’s decisions”. The non-volatile and time-variant data features of data 
warehousing suggest that it should allow changes to the data values without overwriting the existing values.  
The main characteristics of a DW are given briefly below: A DW stores current and historical data. Stored data 
cannot change. Insertions, deletions and updates do not take place in a DW. Data is used only for querying and 
consequently, it is essential that querying performance is as high as possible.  
For the management of historical data, temporal DWs have been developed. Temporal DWs use the knowledge 
obtained from temporal databases for the treatment of time domain. Temporal databases have built-in support for 
representing and managing information varying over time. They are divided in three categories, valid time 
databases, transaction time databases and bitemporal databases according to the type of time they support, valid 
time, transaction time or both respectively. Valid-time expresses the time when a fact is true in the real world and 
transaction-time represents the time when a fact is current in the database. 
Time can be added at the tuple level in a relation and this relation is called tuple timestamping relation or at the 
attribute level, called attribute timestamping relation, when individual time varying attributes are timestamped. 
SQL has also been extended to support features introduced in temporal databases.  
In this paper, two temporal DWs models are evaluated and compared, the Object-Relational Temporal Data 
Warehouse (O-RTDW) model and the Starnest Temporal Data Warehouse (S-TDW) model.  
The O-RTDW model uses the object-relational approach for the representation of time-varying data. This model 
inherently groups related facts into a single row, hence allowing changes to the data value and timestamps to be 
kept together. Dimensions may have levels. Multivalued attributes of data type T_ATOM are used for temporal 
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support of a level attribute. The levels and dimensions can have many time-varying attributes stored as nested 
tables. 
The S-TDW model uses the starnest schema for storing dimension’s hierarchy. The starnest schema proposed in 
Garani and Helmer (2012) is based on the nested approach, where hierarchies are represented as nested tables. The 
starnest schema is extended in Garani, Adam and Ventzas (2016) to support time. In the temporal starnest schema 
every temporal dimension, i.e., dimension table dependent on time, contains time attributes for the support of time. 
Several queries expressed in SQL are implemented and executed using Oracle 11g in both approaches. Same data 
and queries are used. Execution time and result data are compared and useful results are obtained.  
The remainder of the paper is structured as follows. Firstly, related research work is discussed. Afterwards, the 
two temporal DW models, O-RTDW model and S-TDW model are presented. The hospital’s admission temporal 
DW case study is described in both models. Implementation issues are discussed and finally, last section concludes 
the paper.  
 
Related Work 
Temporal DWs have been the subject of research in recent years. In what follows, a brief description of research 
studies on this field is presented.  
The term ‘slowly changing dimensions’ was introduced by Kimball (Kimball, 1996). It was used for storing slowly 
changing historical data. Three different techniques for dealing with attributes changing over time were proposed, 
either by overwriting the value, adding a dimension row, or adding a dimension column as well as a number of 
hybrid methods. In this research work, schema evolution and dimension updates have not been generally 
considered.  
In Bliujute et. al. (1998) the temporal star schema proposed does not include a time dimension. Instead, every row 
appeared either in fact or dimension tables is timestamped which causes the increase of redundancy.  
A bitemporal DW model proposed in Koncilia (2003) is an extended version of the COMET metamodel (Eder, 
Koncilia & Morzy, 2002). It supports valid time and transaction time both at instance and schema levels. The 
model allows all possible changes of schema and structure of a DW with the introduction of suitable transformation 
functions.  
Malinowski and Zimanyi (2006) extended the conceptual multidimensional MultiDimER model for supporting 
valid time and transaction time. The model is suitable for representing time-varying levels, attributes and 
hierarchies. It distinguishes time variant elements from time invariant elements and treats them separately. The 
proposed model also supports DW loading time. 
The bitemporal versioning of multidimensional schemas is used for defined the conceptual evolution DW model 
in Rechy-Ramírez and Edgard (2006). The model supports many versions with the same valid time and different 
transaction times. Sixteen schema evolution operators are defined for dimensions and cubes and a SQL-like 
language for the proposed model is also presented. 
A review of issues associated to temporal data warehousing is presented in Golfarelli and Rizzi (2009). Three 
different topics are distinguished, handling changes in the DW, handling data changes in the data mart and handling 
schema changes in the data mart.  
A graph based temporal semi-structured DW is presented in Combi, Oliboni & Pozzi (2009) and an appropriate 
query language for the modeling and querying of temporal data.  
A multiversion DW management system called SysVersDW is defined in Turki, Jedidi & Bouaziz (2010). 
Versioning of schema and instance components is supported in the model. A number of integrity constraints are 
also included for data and structure consistency. The constraints presented are classified in three classes, structural 
constraints, temporal constraints and versioning constraints. 
A new schema proposed in Garani and Helmer (2012), the starnest schema, is based on the nested approach. It is 
extended in (Garani, Adam, and Ventzas, 2014) for supporting time. The key component of the temporal starnest 
schema is the inclusion of time attributes in every dimension table depended on time. 
A bitemporal DW model where both valid time and transaction time are attached to attributes is introduced by 
Atay and Alp in (Atay and Alp, 2016). DW objects and cubes are created with multidimensional bitemporal 
relational database. 
 
Temporal Data Warehouse Models 
For the management of historical data, temporal DWs have been developed for describing information changing 
over time. Two of the most recent proposed approaches are discussed and compared in this research work, O-
RTDW and S-TDW models. 
 
Object-Relational Temporal Data Warehouse (O-RTDW) model  
The O-RTDW model uses the specifications provided by the Object-Relational model. It consists of a fact table 
and several dimension tables connected to it. A dimension is composed of one or more levels, whereas each level 
belongs to only one dimension. O-RTDW enables data values to be associated with facts and specifies when facts 
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were valid, thereby providing a complete history of data values and their changes. To accurately and completely 
store all data changes, the valid time should be kept at the attribute level. Attributes can be temporal or non-
temporal. Temporal attributes consist of temporal atoms (T-ATOM). A temporal atom is defined as <valid time, 
value> where valid time component can be applied as a time point, a time interval, or a temporal element. 
Therefore, a temporal atom in the form of <[VTlb, VTub), V> represents valid time lower bound as VTlb, valid time 
upper bound as VTub and data value as V, respectively. In Figure 1 the conceptual model for the O-RTDW model 
is shown.  
 

 
Figure 1.The conceptual model for the O-RTDW 
 
Starnest Temporal Data Warehouse (S-TDW) model 
S-TDW model uses the temporal starnest schema (Garani, Adam and Ventzas, 2014) for the modeling of time-
varying data in dimensions. The starnest schema forms the integration of the star and snowflake schemas (Garani 
and Helmer, 2012). It expresses naturally hierarchy levels by the clustering of data in nested tables, with result the 
description of aggregation levels for a dimension in a natural way. It consists of a temporal fact table and a number 
of dimension tables. A temporal fact table can be timestamped by adding one or two time attributes representing 
a time point or a time interval respectively.  
Dimension tables can also be timestamped similarly. Timestamped dimension tables are called temporal dimension 
tables. Temporal dimension tables are nested, since time attributes are inserted in a dimension in a nested way, 
where more detailed attributes are nested inside less detailed attributes. Therefore, dimension tables are not 
normalized. In each temporal dimension two valid time attributes are included, the start and stop time points of 
the corresponding time interval. 
The fact table is linked to dimension tables with one to many relationships by foreign key attributes with a reference 
to the most detailed hierarchical attribute of each dimension. The conceptual model for the S-TDW model is shown 
in Figure 2.  
 

 
Figure 2.The conceptual model for the S-TDW 
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The main differences between O-RTDW and S-TDW models are presented in Table 1. 
 
Table 1: The main differences between O-RTDW and S-TDW models 

O-RTDW model  S-TDW model  

Snowflake schema  Starnest schema  

Object-Oriented approach Nested approach 

Temporal atom  Time attribute  

Time interval  Time point (Start/Stop)  

 
The Hospital’s Admission Temporal Data Warehouse Case Study 
A hospital’s admission temporal DW has been used for the comparison of O-RTDW and S-TDW models. The 
hospital’s admission temporal DW concerns the admission in the hospital of patients who suffer from different 
diseases and therefore, have different diagnoses and treatments.  
In Figure 3 the schema of the O-RTDW model is shown. The schema is represented in snowflake format where 
dimension tables are split up into smaller normalized tables that express each dimension’s hierarchy. Τransitive 
functional dependencies do not exist.  

 
Figure 3.The schema for the O-RTDW model 
 
Figure 4 presents the schema for the S-TDW model of the hospital’s admission temporal DW. S-TDW model uses 
the starnest schema at the logical design. In the starnest schema a dimension’s hierarchy is expressed as a nested 
table where hierarchy levels are expressed naturally and attributes can easily be associated within their 
corresponding levels. Each dimension table has a hierarchical attribute which is referred to a foreign key attribute 
of the fact table. The above mentioned hierarchical attribute is located in the most nested level of the dimension 
table. 
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Figure 4.The schema for the S-TDW model 
 
Figure 5 shows an instance of Patient dimension in the O-RTDW model. Address_Temporal attribute, as its name 
denotes, is temporal. It contains temporal atoms of the form <[VTlb, VTub), V> where VTub can be either a time 
point representing the valid time upper bound of the corresponding time interval or ‘now’ denoting present time 
instant which increases as time advances. 
 

PatientID  FirstName  LastName  BirthDate  Gender  Race  
 

101   JACKY  WANDA  03.03.1980  F  White  
 

102  TOM  BROWN  01.30.1989  M  White  
 

103  BILL  LAWRENCE  04.25.1977  F  Asian  
 

104  AMY  ANGEL  10.05.1985  F  Black  
 

 

Race  Address_Temporal  CityID  
   < [01.30.1955, now], “625 13th Avenue”>  45  

 
{< [03.03.1980, 06.06.2005), “55 Hamilton Avenue”>,  
  < [06.06.2005, 01.01.2008), “7 Leona Street”>,  
  < [01.01.2008, now], “96 Market Street”>}  

11  

   < [01.30.1955, now], “111 Madison Avenue” >  18  

 {<[04.25.1977, 11.12.2000), “5 Valley Road”>,  
  < [11.12.2000, now], “6255 Broadway”>}  

01  

Figure 5.An instance of Patient dimension in the O-RTDW model  
 
An instance of Patient dimension in the S-TDW model is presented in Figure 6. Patient dimension is a temporal 
dimension table since it is dependent on time. It is also nested since hierarchies in dimensions are presented as 
nested tables. Therefore, a temporal nested dimension table consists of hierarchical attributes, dimensional 
attributes and time attributes which can also be nested inside less detailed attributes. In Patient dimension 
*AddressDetails is a temporal nested attribute consisting of three attributes, one atomic, Address and two time 
attributes, AddressStart and AddressStop indicating the start and stop points of the time interval during which the 
corresponding address is valid. 
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Figure 6.An instance of Patient dimension in the S-TDW model 
 
Implementation 
All queries have been executed on an Intel(R) Core(TM) i5 processor, running at 2.3 GHz, with 2.5 GB ram 
memory, under Windows 7 (32bit). The DW was built in Oracle Data Warehouse builder 11.2.0.1 and Oracle SQL 
Developer 4.0.3 was used.  
The hospital’s admission temporal DW consists of 9 tables in the O-RTDW model and 4 tables in the S-TDW 
model. Consequently, the number of joins in the O-RTDW model is much higher than in the S-TDW model. 
Relationship between a dimension and the number of tables it contains is one-to-one in the S-TDW model 
compared to one-to-many in the O-RTDW model. Tables in both models do not contain any data redundancy. 
Implementation of O-RTDW approach is platform independent in comparison to S-TDW approach which is 
platform dependent. The disk space required is more than three times higher in the O-RTDW approach than the S-
TDW approach as it is shown in Table 2. In particular, the total space for the O-RTDW model is 14.3125 Mb in 
comparison to the S-TDW model where it is 4.1875 Mb. 
Similarly, the number of rows is much higher in the O-RTDW approach than in the S-TDW model. Specifically, 
O-RTDW contains about 200,000 rows while S-TDW contains about 50,000 rows. 
 
Table 2: O-RTDW model 

Table name Schema name Size (Mb) Number of rows  
ADMISSION_O_CUBE_TAB  Admission 4.0 48,000 
ADM_DEPARTMENTS Department 0.0625 502 
THERAPY_DIMENSION_O_TABLE Therapy  3.0 50,200 
ADM_HEALTH Health 0.0625 501 
DIAGNOSIS_DIMENSION_O_TABLE Diagnosis 3.0 50,100 
ADM_COUNTRIES Country 0.0625 10 
ADM_STATES State 0.0625 100 
ADM_CITIES City 0.0625 1,000 
PATIENT_DIMENSION_O_TABLE Patient 4.0 50,000 

 
Table 3: S-TDW model 

Table name Schema name Size (Mb) Number of rows  
ADMISSION_N_CUBE_TAB Admission_Nest 4.0 48,000 
THERAPY_DIMENSION_TABLE Therapy _Nest 0.0625 502 
DIAGNOSIS_DIMENSION_TABLE Diagnosis_Nest 0.0625 501 
P_PATIENT_DIMENSION_TABLE Patient_Nest 0.0625 10 

 
Five different temporal and non-temporal queries are presented below in SQL. The same queries are expressed in 
both approaches and compared. 
 
Query 1: 
Which diagnoses have the same treatment? (non temporal)  
 
O-RTDW model  
SELECT Diagnosis1.Value AS Diagnosis1, Diagnosis2.Value AS Diagnosis2 
FROM ADMISSION_O_CUBE_TAB A1, ADMISSION_O_CUBE_TAB A2,  
DIAGNOSIS_DIMENSION_O_TABLE D1, DIAGNOSIS_DIMENSION_O_TABLE D2,  
Table(D1.Diagnosis_Temporal) Diagnosis1, 
Table(D2.Diagnosis_Temporal) Diagnosis2 
WHERE D1.Diagnosis_Id < D2.Diagnosis_Id 
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AND A1.Therapy_Id = A2.Therapy_Id 
AND D1.Diagnosis_Id = A1.Diagnosis_Id 
AND D2.Diagnosis_Id = A2.Diagnosis_Id 
 
S-TDW model  
SELECT V1.DIAGNOSIS_NAME, V2.DIAGNOSIS_NAME 
FROM ADMISSION_N_CUBE_TAB A1, ADMISSION_N_CUBE_TAB A2, 
DIAGNOSIS_DIMENSION_TABLE D1, DIAGNOSIS_DIMENSION_TABLE D2,  
Table(D1.Diagnosis) V1, Table(D2.Diagnosis) V2 
WHERE V1.Diagnosis_Id < V2.Diagnosis_Id 
AND A1.Therapy_Id = A2.Therapy_Id 
AND V1.Diagnosis_Id = A1.Diagnosis_Id 
AND V2.Diagnosis_Id = A2.Diagnosis_Id 

 
Figure 7.Query 1 run comparison chart 
 
Query 2: 
What is the average number of days for therapy in each department? (temporal)  
 
O-RTDW model  
SELECT Department_Id, AVG(Therapy.VALID_TIME_UB- Therapy.VALID_TIME_LB )    
FROM THERAPY_DIMENSION_O_TABLE T, Table(T.Therapy_Temporal) THERAPY 
GROUP BY Department_Id 
 
S-TDW model  
SELECT Department_Id, AVG( H.Therapy_Stop - H.Therapy_Start ) 
FROM Therapy_Dimension_Table T, Table(Therapy) H  
GROUP BY Department_Id 
 

  
Figure 8.Query 2 run comparison chart 
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Query 3: 
For each patient find the amount he/she paid for each admission and where he/she lived at that time. (temporal)  
 
O-RTDW model  
SELECT A.Patient_Id, A.Cost, ADDRESS1.Value   
FROM ADMISSION_O_CUBE_TAB A, PATIENT_DIMENSION_O_TABLE P,  
TABLE(P.Address_Temporal) ADDRESS1 
WHERE ADDRESS1.VALID_TIME_LB <= A.Admission_Time 
AND ADDRESS1.VALID_TIME_UB >= A.Admission_Time 
AND A.Patient_Id = P.Patient_Id 
ORDER BY A.Patient_Id  
 
S-TDW model  
SELECT A.Patient_Id, A.Cost, F.Address 
FROM P_PATIENT_DIMENSION_TABLE P, ADMISSION_N_CUBE_TAB A,  
Table(P.State) S, Table(S.City) C, Table(C.Patient) F   
WHERE F.Address_Start <= A.Admission_Time 
AND F.Address_Stop >= A.Admission_Time 
AND F.Patient_Id = A.Patient_Id 
ORDER BY A.Patient_Id 
 

  
Figure 9.Query 3 run comparison chart 
 
Query 4: 
Which patients had cancer at New York in 2013? (temporal)  
 
O-RTDW model  
SELECT P.Patient_Name 
FROM DIAGNOSIS_DIMENSION_O_TABLE D, ADMISSION_O_CUBE_TAB A,  
Patient_Dimension_o_table P, ADM_CITIES C, TABLE(D.Diagnosis_Temporal) DIAGNOSIS1 
WHERE D.description_d LIKE '%Cancer%'  
AND A.Diagnosis_Id= D.Diagnosis_Id  
AND A.Patient_Id=P.Patient_Id   
AND C.City_Id=P.City_Id  
AND  C.City_Name='New York' 
AND ( EXTRACT(YEAR FROM DIAGNOSIS1.VALID_TIME_UB) = 2013  
     OR EXTRACT(YEAR FROM DIAGNOSIS1.VALID_TIME_LB) = 2013 ) 
 
S-TDW model 
SELECT F.Patient_Name  
FROM  DIAGNOSIS_DIMENSION_TABLE D, ADMISSION_N_CUBE_TAB A,  
P_PATIENT_DIMENSION_TABLE P, table(Diagnosis)  V, table(State) S, table(S.City) C,  table(C.Patient) F 
WHERE V.description_d LIKE '%Cancer%'  
AND V.Diagnosis_Id= A.Diagnosis_Id 
AND A.Patient_Id=F.Patient_Id 
AND C.City_Name='New York' 
AND ( EXTRACT(YEAR FROM V.Diagnosis_Start) = 2013 
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    OR EXTRACT(YEAR FROM V.Diagnosis_Stop) = 2013 ) 
 

  
Figure 10.Query 4 run comparison chart 
 
Query 5: 
Which patients lived at the same city at the same time and had the same diagnosis? (temporal)  
 
O-RTDW model  
SELECT P1.Patient_Name, P2.Patient_Name, P1.City_Id, A1.Diagnosis_Id  
FROM ADMISSION_O_CUBE_TAB A1, ADMISSION_O_CUBE_TAB A2, Patient_Dimension_o_table P1, 
TABLE(P1.Address_Temporal) ADDRESS1, Patient_Dimension_o_table P2, TABLE(P2.Address_Temporal) 
ADDRESS2  
WHERE P1.Patient_ID < P2.Patient_ID 
AND P1.City_Id = P2.City_Id 
AND ((ADDRESS1.VALID_TIME_LB <= ADDRESS2.VALID_TIME_LB  
  AND ADDRESS2.VALID_TIME_LB <= ADDRESS1.VALID_TIME_UB)  
       OR (ADDRESS2.VALID_TIME_LB <= ADDRESS1.VALID_TIME_LB  
  AND ADDRESS1.VALID_TIME_LB <= ADDRESS2.VALID_TIME_UB)) 
AND A1.Patient_Id = P1.Patient_Id 
AND A2.Patient_Id = P2.Patient_Id 
AND A1.Diagnosis_Id = A2.Diagnosis_Id 
 
S-TDW model  
SELECT F1.Patient_Name, F2.Patient_Name, C1.City_Id, A1.Diagnosis_Id 
FROM P_PATIENT_DIMENSION_TABLE P1, Table(P1.State) S1, Table(S1.City) C1, Table(C1.Patient) F1, 
P_PATIENT_DIMENSION_TABLE P2, Table(P2.State) S2, Table(S2.City) C2, Table(C2.Patient) F2, 
ADMISSION_N_CUBE_TAB A1, ADMISSION_N_CUBE_TAB A2     
WHERE  F1.Patient_Id < F2.Patient_Id 
AND C1.City_Id = C2.City_Id  
AND ((F1.Address_Start <= F2.Address_Start AND F2.Address_Start <= F1.Address_Stop) 
    OR (F2.Address_Start <= F1.Address_Start AND F1.Address_Start <= F2.Address_Stop))  
AND A1.Patient_Id=F1.Patient_Id 
AND A2.Patient_Id = F2.Patient_Id     
AND A1.Diagnosis_Id = A2.Diagnosis_Id 

  
Figure 11.Query 5 run comparison chart 
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Overall, run times of the two approaches are similar, though S-TDW model is a little bit faster than O-RTDW as 
shown in Figure 12. 
 

 
Figure 12. Queries’ average run time comparison chart 
 
Conclusion 
Two current approaches for dealing with temporal data in DWs have been evaluated and compared in this research 
work, Object-Relational Temporal Data Warehouse (O-RTDW) model and Starnest Temporal Data Warehouse 
(S-TDW) model. Results showed that the S-TDW model requires significantly less space and it is a little faster on 
average than the O-RTDW model. 
Future work includes implementation of optimization techniques for efficient evaluation of complex temporal 
nested queries, and the addition of transaction time to the implemented model. 
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Abstract: The aim of this work is to compare the glass fiber (GF)/polypropylene (PP) and black 
rice husk (BRH)/black rice husk ash (BRHA)/polypropylene (PP) composites on mechanical 
properties. Tensile, flexural and falling weight impact test was conducted to investigate the 
effect of filler content and coupling agent (MAPP) on the mechanical properties of the 
BRH/BRHA/PP composites. Using a coupling agent, the mechanical properties of glass fiber 
reinforced material is intended to reach. By incorporating up to 10% (by weight) fillers, the 
tensile strength of GF/PP increased by 21%, BRH/PP and BRHA/PP were decreased by 20% 
and 10%, respectively, compare to neat polypropylene. Using MAPP provided to enhance the 
tensile strength of BRH/PP and BRHA/PP composites. And also the effect of water absorption 
on GF/BRH/BRHA was investigated. Results showed that increasing BRH and BRHA 
concentration and increasing water contact time greatly increase water absorption. 

 
Keyword: composites, mechanical properties, FTIR, rice husk, polypropylene 

 
Introduction 
 
In recent years, natural filler have a potential usage for composite production. Cellulosic fibers, like wheat straw, 
rice husk, flax, wood in their nature, as well as, several waste cellulosic products such as husk, shell flour and 
wood fiber have been used as reinforcement of different plastic resins. Cellulosic material reinforced plastics, are 
low cost, light-weighted, have enhanced mechanical properties, and are nonhazardous (Turmanova et al., 2008; 
Razavi-Nouri et al., 2006; Gupta et al., 2006). Despite the advantages of natural fiber reinforced plastic composites, 
they have lower impact resistance, lower strength and relatively poor moisture resistance compare to synthetic 
fiber reinforced composites such as glass fiber reinforced plastics (GFRP) (Lee & Jang, 1999; Rozman et al., 
2010). Natural fillers have hydrophilic character in their nature and this cause incompatibility between filler and 
matrix. Water absorption can cause degeneration of dimensional stability and micro crack can be occurred in 
structure. This leads to decrease of strength of composite (Arbelaiz et al., 2005; Ershad-Langroudi et al., 2008; 
Premalal et al., 2002; de Carvalho et al., 2012). Therefore, interface of composite should be improved by 
chemically or coupling agent. Coupling agent provides to enhance the bonding between filler and matrix. This 
causes increase of strength and reducing of water absorption value. 
 
Recently publications give information about using of natural fillers as reinforcements in composite applications. 
Turmanova et al. (2008) studied water absorption and mechanical properties of polypropylene filled raw rice husk 
and rice husk ash. The mechanical properties like tensile strength and Young’s modulus that depend on filler 
content were determined. They investigated the water absorption and treatment of fillers how changes the 
mechanical properties. Razavi-Nouri et al. (2006) studied the reinforcing effect of chopped rice husk into 
polypropylene. And also the effect of coupling agent MAPP was investigated. Arbelaiz et al. (2005) have reported 
the effects of using different coupling agent for determining the coupling effectiveness for composites. Also they 
compared the influence of both fiber surface and matrix modification on mechanical properties. Ershad-Langroudi 
et al. (2008) studied modifying the chopped rice husk reinforced PP by recycled PET. They have investigated the 
potential usage of rPET on composite production and how can change the mechanical/thermal properties. Two 
kind of form of natural filler was chosen in this study because of its special properties. Black rice husk and black 
rice husk ash (obtained burned rice husk). Low cost, low density, high modulus etc. are some of properties that 
bring about to choose these fillers. In Turkey BRH production is not much but have potential. After harvesting 
rice husk has no special usage as filler or something like that. Black rice husk is the outer covering of paddy and 
accounts for 20% of its weight (Ershad-Langroudi et al., 2008). BRHA is form of BRH that is obtained by burning 
the BRH. It contains higher rate of silica which is usually used as filler. Also using BRHA as reinforcement in 
certain polymers gives composites with better dimensional stability, toughness, as well as processing properties, 
and cheap process cost. This characteristic structure may not be used as waste so it should be estimated valuable 
technical filler.  
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This study aims to determine physical, mechanical and spectroscopic properties of BRH and BRHA reinforced PP 
composites. Therefore, tensile, bending tests, water absorption and FT-IR were carried out. The mechanical 
properties of the composite material obtained with natural fibers compared with neat polypropylene and glass fiber 
reinforced composite which is quite widely used in composite production. MAPP is used as a coupling agent on 
natural fiber reinforced PP to enhance the fiber-matrix interface bonding. This study was conducted to determine 
whether to use natural fibers instead of synthetic fibers. And also which form of rice husk more can be more 
effective for production compared to glass fiber reinforced composite. 
 
Materials and method 

Materials 
In this study, the base resin used was S.R.L., a polypropylene homopolymer by ROM Petrol Petrochemicals with 
density of 0.90 g/cm³ and melt flow index of 9.36 g per 10 min (200 0C per 2.16 kg load cell). Poly-propylene-
grafted maleic anhydride (PP-g-MA (Sigma Aldrich), MA content= 1% wt). Chopped glass fiber (E-glass) (PA2-
4.5) was supplied by Cam Elyaf A.Ş. It has 10.5 µm diameter and 4.5 mm length (the nominal value from 
manufacturer’s data sheet). And also it was treated by coupling agent silane 0.6%. The lignocellulosic material 
used as the reinforced filler in the composite was black rice husk (BRH) has been collected from Thrace region in 
Turkey at 2011 harvest time with moisture content (unseasoned) of 5.88 % according to AACC Method No: 44-
15A. Rice husk was burnt in Protherm PLF 120/7 model ashing furnace at 600°C for 6 hours according to AACC 
Method No: 08-01. Ash content of 77.64% and average particle size of 500 µm were obtained (Anonymous, 2000). 
As it has been shown table 1, BRHs contain cellulose, hemicelluloses, lignin, waxes, and water-soluble substances 
(Turmanova et al., 2008). 
 
Composites preparation  
Rice husks were dried in a vacuum oven Ecocell 55 at 103 ±2 0C for 24 h to adjust the moisture content to 1–3% 
and then stored over desiccant before compounding. For this study moisture content decreased from 5.88% to 
1.58%. Figure 1 shows drying and burning process. 
 

 
Figure1. a) Drying process b) burning process  
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TABLE 1: Typical composition of some of natural fillers (Turmanova et al., 2008; Arbelaiz et al., 2005; Julson 
et al., 2009). 
 

Natural fibers 
Density 
(g/cm3) 

Cellulose 
% 

Hemicelluloses 
% 

Lignin 
% 

Mineral 
Ash 
% 

Water 
Soluble M. 

% 

Flax 1,51 65-85 18-20 1-4 5 1,5 

Hemp 1,47 77,5 10 3,7-13 0,8 1,8 

Kenaf 1,52 45-57 21,5-23 15-19 2-5 1,9 

Sisal 1,45 50-64 10-24 7-11 0,6-1 1,7 

Black Rice Husk 0,09-0,15 31-34 22-26 22-23 11-14 7-9 

Chemical analysis of Black Rice Husk Ash 

Composition SiO2 K2O MgO Al2O3 CaO Fe2O3 

% 93,19 3,84 0,87 0,78 0,74 0,58 

 
Water causes lower adhesion between filler and matrix. Therefore, it should be removed from composite structure 
by drying process. Reinforced plastics granules were produced by single screw extruder (L/D= 28). The extruder 
has four zones with controlled temperature. The setting for these zones was: Z1 = 1600C, Z2 = 1750C, Z3 = 1850C 
and Z4 = 185oC. The screw velocity used was 55 rpm. Sheets of dimensions 180x180x4 mm3 were prepared using 
a hydraulic press under a pressure of 150 kg cm2. Tensile strength, elongation at break were recorded and calculated 
by automatically. And elastic modulus was calculated from tensile test data by manually. 
 
Mechanical properties 
Tensile, flexural and impact are used for determining mechanical properties of reinforced plastics. In this study, 
both, tensile and flexural tests were performed using an Instron Universal Testing Machine Model 8501, equipped 
with a 500 kg load cell, strain-gauge extensometer (Instron, model 2620) after conditioning at 23 ±2 0C according 
to ISO 527 standard and ASTM D790, respectively. The cross-head speed used for the type IA tensile specimens 
was 5 mm/min. For the Flexural test (three point bending) a specimen with nominal dimensions of 80x10x4 mm3, 
a span of 32 mm and a cross-head of 1 mm/min were used (Franco-Herrera & Gonzalez, 2005). Gardner impact 
test was carried out using a Devostrans Drop Impact Test Machine according to ASTM standard D5420. For the 
test a specimen with nominal dimensions of 60x60x3.2 mm3, striker diameter 12.70±0.10 mm and support plate 
inside diameter 16.26 ±0.025 mm. Three specimens of each sample were tested for tensile and flexural tests, and 
the average results were reported. Gardner impact test was carried out according to Bruceton Staircase Method by 
20 samples for each calculated value. 
 
TABLE 2: Formulations of the Composites in Weight Percent 

Sample ID                                                                              Ingredients (%) 

 PP GF BRH/MAPP BRHA/MAPP 
PP  100 0 0/0 0 
PPGF10 90 10 0/0 0 
PPGF20 80 20 0/0 0 
PPGF30 70 30 0/0 0 
PPBRH10 85 0 10/5 0 
PPBRH20 75 0 20/5 0 
PPBRH30 65 0 30/5 0 
PPBRHA10 85 0 0 10/5 
PPBRHA20 75 0 0 20/5 
PPBRHA30 65 0 0 30/5 

 
Water absorption properties 
Water absorption tests were carried out according to the ASTM D 570-98 method. Composite samples were 
immersed in distilled water in Memmert WBN 22 model water bath at 90 o C. After that samples were dried an 
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oven for 24 h at 103±2°C. The dried specimens were weighed with a precision of 0.0001 g by Sartorius ED224S 
precision balance. The samples were removed from the distilled water, dried with blotting paper, and weight values 
were determined. Water absorption percent was calculated using the following formula, 
 

M (%) = Mt - Mo/ Mo x 100 
 
Where, Mo and Mt denote the oven-dry weight and weight after time t, respectively. 
 
Spectroscopic characterization 
Fourier transform infrared (FT-IR) spectroscopy was used to detect the presence of the functional group that exists 
in rice husk/rice husk ash/glass fibers. The IR spectrometer (Perkin-Elmer spectrum BX, Perkin-Elmer Canada) 
was used for detecting of spectra of samples. FT-IR spectra of the samples were collected in the range of 4000-
400 cm-1 with a resolution of 4 cm-1. 

Morphological study 
SEM was used for detecting morphology of interface of composite materials. SEM micrographs of the surfaces of 
impact fractured specimens were taken using a ZEISS Evo® LS 10 scanning electron microscope and FEI F50 
SEM. The samples were first sputter-coated with a fine layer of gold under vacuum for 60 sec. 
 
Results and discussion 
 
Tensile properties 
Tensile strength and modulus of PPGF composites increased by about 70% and 188%, respectively, according to 
neat PP at 30% filler content. Gupta et al. (2006) has reported that increase of tensile strength and modulus values 
reached 50% according to neat PP at same filler content. The increase of tensile strength, as a result of glass fiber 
incorporation, can be attributed to the good stress transfer to the glass fiber by the glass fiber-matrix interface. This 
good stress transfer from the polymer matrix to glass fibers leads to increase in tensile strength due to the strength 
of glass fiber. Figure 2 shows tensile strength and modulus of composites that depends on filler contents. Figure 3 
depicts one set of BRH/BRHA reinforced composites’ stress-strain graphs which have been obtained from test 
machine software. 
 
The tensile strength of composites that containing PPBRH decrease by increasing filler content. At 20 % filler 
content, value of tensile strength reached 42% decrease according to neat PP (Tensile strength, 28 MPa). Tensile 
modulus of PPBRH composite had a small tendency to increase, at 20% filler content obtained value of 7% 
increase. Turmanova et al. (2008) has reported 14% tensile strength decrease and 5% tensile modulus increase at 
20% raw rice husk content. After using MAPP, tensile strength of the PPBRH increased, and the value was 
obtained to be lower by 20% compared to the neat PP. The tensile modulus of PPBRH changed the upward and 
increased by 47% compared to reinforced PP. Tensile strength of PPBRHA decreased 21% and modulus increased 
20% according to neat PP, at 20% filler content. Similar results have been reported by Turmanova et al. (2008). 
After incorporating MAPP, the tensile strength of PPBRHA reached similar value with neat PP. The modulus of 
PPBRHA decreased by 38% compared to PPBRHA without MAPP. 
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Figure 2. Tensile modulus and strength of composites a) tensile strength of composites depend on filler content, 
b) tensile strength of composites with %5 MAPP c) tensile modulus of composites depends on filler content d) 
tensile modulus of composites with %5 MAPP 
 

 

The Online Journal of Science and Technology - April 2017 Volume 7, Issue 2

www.tojsat.net Copyright © The Online Journal of Science and Technology 32



 
Figure 3. Stress-strain graph of BRH/BRHA composites 

 
PPBRH and PPBRHA composites have lower tensile strength according to neat PP and PPGF composite. This 
mainly attributed to restricting of stress transfer by interface of composite. Weak adhesion force between filler and 
matrix cause not good interface bonding. It should be noted that BRHA composites have good dispersion because 
of its smaller size. And this provides higher strength due to better interaction between filler and matrix compared 
to BRH composites. 
 
Composites had tensile moduli which tend to increase in all composition. This mainly attributed to presence of 
rigid filler in their structure. Fillers restrict the free motion of matrix and deformation has been avoided. This 
caused increase of elastic modulus with increase filler content (Crespo et al., 2008; George et al., 2001). It is more 
likely the rice husk/ash acts as stress concentrators in the PP matrix. Therefore, dispersion of fillers can provide 
reinforcing affect due to having higher modulus than PP matrix. 
 
Flexural Properties 
It was found that although the flexural strength of BRH reinforced PP relatively remained constant, in addition to 
this PPBRHA increased weakly. The flexural modulus of PPBRH and PPBRHA increased by about 44% and 71%, 
respectively, comparing to the neat PP. Razavi-Nouri et al. (2006) has reported for BRH composites 10% and 45% 
increase on flexural strength and flexural modulus, respectively. And also Fuad et al. (1995) reached 40% flexural 
strength value at BRHA composite. 
 
Figure 4 shows comparison of flexural strength and modulus depend on filler content of composites. PPGF 
composite showed the highest flexural strength and modulus by about 90% and 153%, respectively, comparison 
to the others. Gupta et al. (2006) has reported 63% and 258% increase for the 30% filler content.  Incorporating 
glass fibers to polymer matrix increases the stiffness of composite. This is mainly attributed to having higher 
stiffness according to polymer matrix. 
 
The MAPP is a good coupling agent that is physically stronger and has thermally stable bonds, attributed to 
hydrogen bonding with BRH/BRHA and chain entanglements and co-crystallization with PP (Khalil, 2008). Using 
MAPP enhanced the compatibility of fiber-matrix and provided to increase flexural strength and modulus. Flexural 
strength of BRHPP and BRHAPP increased by 10% and 29% compared to neat PP. The flexural modulus of 
PPBRH and PPBRHA increased by about 94% and 97%, respectively, comparing to the neat PP.   
 
Tension, compression and shear stress occurs during the flexural loading. Failure is mainly attributed to occurring 
bending and shearing in bending test. Incorporating of glass fiber provides to resist the shearing of composite and 
this cause an increase of flexural strength (Gupta et al., 2006; Lee & Jang, 1999). 
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Figure 4. a) Flexural strength depends on filler content b) after using coupling agent, flexural strength-filler 
content c) flexural modulus without coupling agent d) flexural modulus of composites with coupling agent 
 
Water absorption test results 
PP is a non-polar polymer which has less tends to bound with water. In normal conditions, while the PP may 
contain 0.1% of water; at 90 degrees the water absorption value can reach 0.25 percent. The natural fillers are 
hydrophilic which restrict of their usage in production. The hydrophilic character of reinforcement in composites 
causes reduction of mechanical properties. Therefore polymers are required to undergo some operations before the 
additive into the matrix. Due to the high hydrophilic character of the components of natural fillers water absorption 
is a severe handicap for some applications of natural fiber polymer composites. Generally speaking, polypropylene 
hardly absorbs water due to its hydrophobic structure; however, rice husk can absorb water because of its 
hydrophilic character (Rozman et al., 2010; Nourbakhsh, et al., 2011; Yang, et al., 2006; Starks & Rowland, 2003; 
Julson et al., 2009; Jacoby et al., 2001;  Thwe & Liao, 2002). 
 
The study reports the effect of filler type and content on water absorption value of composite. Figures 5a reveals 
that the water absorption increases with increase of natural filler content. And also results showed that increasing 
BRH and BRHA concentration and increasing water contact time greatly increased water absorption, as it can be 
seen in Figure 5c. Figures 5b and 5d depicts that the water uptake and BRH filler content. Because of the free OH 
groups contained in cellulose, PP matrix composite acts as hydrophilic structure. Therefore, the water absorption 
increases with increasing rate of reinforcements. Similar curves were obtained by Turmanova et al. (2008). MAPP 
use, while ensuring the improvement of the interface between the reinforcement and the matrix, this improvement 
causes a lowering of water absorption. Reason behind this is considered to be a change in the diffusion mechanism 
of natural reinforcements. Water molecules are transferred to micro-gaps in the polymer by diffusion mechanism. 
In the fiber matrix interface, the water molecules are transferred by capillary action due to the lack of wetting. And 
also micro cracks can be occurred during production process, this cause water transportation to the gaps. 
Incorporating MAPP decreases the micro gaps due to enhance the bonding mechanism between filler and matrix. 
So water absorption value reduces by adding coupling agent.  
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Figure 5. a) Water absorption according to filler content, b) Effect of coupling agent on water absorption, c) water 
absorption value at 90 0C, d) Dependences of water absorption after using coupling agent MAPP 
 
It can be seen from Fig. 4c-d BRH20 had the highest water absorption value, PPGF20 had the lowest value. It 
means that the, PPGF is basically a hydrophobic polymer composite. 
 
Gardner impact properties 
Impact failures are the result of rapid crack propagation through the material. The crack’s growth rate is inversely 
proportional to the impact resistance of the material. For a polymer to be considered as having good impact 
resistance, it should be able to absorb most of the impact energy and slows the rate of crack propagation (Bigg, 
1987). 
 
Gardner test is used for determining impact energy required for crack or failure on flat surface. A striker is used 
for impact by drop weight. Figure 6 shows the impact tester and one of the deformed 20% PPGF sample. The 
procedure determines the energy (mass x gravity x height) that will cause 50% of the specimens tested to fail. 
Incorporation of glass fibers provide to increase of impact strength. This is mainly attributed to having higher 
energy absorb capacity of fibers and it cause less fiber breakage and a higher residual strength to the composite 
(Gupta et al., 2006). PPGF composite reached maximum impact energy value at 10% filler content according to 
others. Lee et al. (1999) has reported the maximum impact energy at 20% glass fiber reinforced composite. 
Increasing glass fiber makes the composite structure more brittle and free motion of matrix chains is restricted by 
fibers. During the loading, matrix cannot damp the force due to less matrix transport are between fibers. This 
causes decrease of impact strength of composite. Some others explained that is mainly attributed to increase in the 
crystallinity orientation factor of PP by GF. 
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Figure 6. a) Gardner impact energy depend on filler content, b) Gardner impact energy of composites with MAPP 
c) test set-up 
 
Adding BRH/BRHA filler into the polypropylene causes decrease of the impact strength. Interfacial adhesion 
effect the impact strength of composite. The weak bonding between filler and matrix cannot handle the energy of 
impact (Fuad et al., 1995). Crack moves along the weak interface. Polymer matrix cannot block the crack 
propagation and this cause lower impact strength. Increasing the rate of filler, increases the regions where the weak 
bonds and cannot prevent crack propagation. 
 
Figure 6a) reveals that the BRH composite have higher impact strength than the BRHA composite. This may be 
explained higher agglomeration of BRHA that cause restriction of stress transfer to matrix. Agglomeration of the 
reinforcing particles has been suggested in previous studies by the effect of the adhesion forces within the 
composite structure (Fuad et al., 1995). BRHA particles make structure more brittle and tend to crack failure. 
Figure 6b) shows composites including MAPP. Adding MAPP to the structure of composite material makes the 
structure more brittle. Although, having stronger bond between fillers and matrix, the agglomeration of fillers is 
not inhibited in the composite structure. During the impact test, external mechanical energy is transferred to brittle 
structure of matrix and this cause a sudden damage. 
 
Spectroscopic Results 
FT-IR gives information about internal structure of composite. These curves present both PP and filler 
characteristic chemical bands. Figure 7 depicts that the IR spectra of filled PP. 2985-2640 cm–1 band give 
information about symmetric and asymmetric vibration of ethylene, methylene and CH groups (Turmanova et al., 
2008). 1436-452 cm–1 have number of absorption bands (Hummel & Scholl 1968). The BRH are characterized by 
band between 3500 and 2700 cm–1. Absorbed water and OH groups can be placed to this band. This band’s position 
gives proof about presence of strong hydrogen bonds. 1600 cm–1 and 1500 cm–1 band give information about H2O 
molecules physically adsorbed onto rice husks and C-H deformation vibrations, respectively. Siloxane bonds (Si-
O-Si) bands were placed to peak at 450 cm–1. Si-O network was placed to peaks between 1200 and 700 cm–1. 
Differences between spectra of BRHA and BRH occurred at the band of 1305 and 450 cm–1. This can be explained 
with the decrease of organic matter content and its transformation into active carbon (Turmanova et al., 2008). The 
bands at 1000 and 760 cm-1 correspond to the Si–O stretching vibration, and the bending vibration at 450 cm-1 
appeared sharper as the organic matter was no longer present.  
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Figure 7. FTIR characterizations of composites 

 
Morphological study of composites 
Fig. 8 shows the fracture surfaces of PPGF composite after Gardner impact test. The fracture surface of matrix 
shows the brittle failure of PP, showing little plastic deformation resulting from fiber end (Fig. 8a). Figure 8b 
shows that there is a good adhesion between glass fiber and PP matrix. And also location of fibers refers a good 
dispersion. 
 
Good interfacial adhesion between glass fiber and matrix enhance the stress transfer during the loading. Crack 
propagation is restricted by glass fiber and this cause increase of strength. Good interface between fiber and matrix 
also provide increase of energy absorption capacity. During impact loading, fracture propagation can be resisted 
by fiber-interface-matrix region (Rozman et al., 2010).  
 
Figure 9a shows that BRHA reinforced composite have micro voids between filler and matrix. This causes poor 
interaction in interface. Fig. 9b reveals that presence of agglomeration on crack surface provides easy crack 
propagation. And also agglomeration causes lack of interfacial bonding between filler and matrix. 
 
Figure 10a shows location of rice husk in the matrix. Figure 10b reveals that there are micro-cavities between filler 
and matrix due to the filler have been pulled out from polymer. These cavities result from polar-apolar 
incompatibility of filler-matrix. This incompatibility cause lower strength and increase of water absorption value.  
 

The Online Journal of Science and Technology - April 2017 Volume 7, Issue 2

www.tojsat.net Copyright © The Online Journal of Science and Technology 37



 
Figure 8. a) Brittle cracking of glass fiber b) Glass fiber and PP interface 

 

 
Figure 9. Failure on crack surface of composite b) BRHA agglomeration  

 

 
Figure 10. a) Dispersion of rice husk in the matrix b) Cavities between rice husk and matrix 
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Conclusion 
This study reports about usage of glass fiber and rice husk/ash as reinforcement. Composite materials were 
prepared by incorporating of glass fiber and rice husk/ash to the PP matrix at the weight rate 10 to 30%. MAPP 
coupling agents have been successfully used in application as a coupling agent for various fillers. It is observed 
that the mechanical properties, particularly the strength of the composites are increased when MAPP is added to 
the system. This is because of the improved surface interaction of filler and polymer in the presence of coupling 
agents and the transfer of stress from one phase to the other. 
 
The tensile and flexural strength of the glass fiber reinforced composite increased up to 30% fiber content but BRH 
and BRHA composite’s strength decreased by filler content. The tensile and flexural modulus of composites 
increased with filler content. Increase rate of modulus was occurred in composite of PPGF, PPBRHA and PPBRH, 
respectively. BRH (10% wt) reinforced PP composite had the maximum impact energy value. Energy value 
decreased with filler content. The highest water absorption values were obtained in PP composites reinforced by 
BRH, BRHA and the lowest in glass fiber reinforced composite. Water absorption increased with the increased 
filler content in BRH and BRHA reinforced composites. 
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Abstract: In this research, control limits of the ash content of clean coarse coal product (+18 
mm) produced by a heavy medium drum at a coal preparation plant in Turkey was investigated. 
The importance of data normality and data independence to detect correct control limits of 
process control chart were shown for ash content of coal product. One year ash data obtained 
in 2010 which had non-normal distribution and autocorrelated were found to obey lognormal 
distribution well and ARIMA(1,0,1) model was the best model to remove autocorrelation. 
Assuming normal distribution and independence, the control limits of ash content were 
determined as UCL=16.97, CL=12.85, LCL=8.74 with original ash data. When considering 
only data non-normality and ignoring autocorrelation, the ash control limits were detected as 
UCL=17.49, CL=12.72, LCL=9.25. On the other hand, the control limits of ash content were 
implemented as UCL=19.56, CL=12.72, LCL=8.27 if we consider both lognormal distribution 
and autocorrelation by ARIMA(1,0,1) model. In addition, number of out-of-control points for 
ARIMA residual chart considering both data non-normality and auto-correlation were less than 
those obtained by control chart using original data.  
 
Keywords: Non-normality, Autocorrelation, coal preparation, heavy medium drum, ARIMA                    
chart 

 
Introduction 
Process control charts (SPCs) are widely used method to monitor and to control of a quality characteristic during 
an industrial production stage. Control charts provide to monitor the continuous variations in the process and can 
be applied and interpreted easily (Montgomery, 2011). Its application is based on two basic assumptions.  These 
assumptions are that the data investigated obey normal distribution and independent, i.e not autocorrelated.  
However, these assumptions should be taken into account and verified prior to generate control charts.  How data 
normality and autocorrelation affect the performance of control charts have been revealed in many scientific papers 
(Stoumbos and Reynolds, 2000; Castagliola, and Tsung, 2005; Alwan and Roberts, 1988; Bisgaard and Külahçı, 
2005; Wheeler, 1991; Srinivasan, 2001; Vermat, 2006; Borror et. al., 1999; Montgomery, 2011; Montgomery, and 
Runger, 1997; Chou et. al., 1998; Reynolds and Lu, 1997; Lu and Reynolds, 1999; Zhang, 1997; Testik, 2005;     
Smeti, et. al., 2006, Psarakis and Papaleonida, 2007). It was reported in these works that, if the assumptions are 
not verified, the control limits determined would not be represent the process correctly and therefore, the resulted 
SPCs are interpreted wrong by the applicants and incorrect decisions are given about the process. If either of these 
assumptions is not confirmed, control limits estimated based on original data may not correctly capture the true 
unusual points. Hence, estimated control limits calculated by verifying assumptions would be incorrect and as a 
result control charts could be interpreted wrong in terms of their control limits and hence out of control points. To 
avoid these mistakes, the data should be checked for data normality and autocorrelation.  
 
This research aimed to determine the control limits in terms of ash content for +18 mm clean coarse coal produced 
by heavy dense drum device. Some examples of SPC charts on different applications of coal production have been 
carried out by some researchers (Elevli, 2006; Elevli and Behdioğlu, 2006; Deniz and Umucu, 2013; Taşdemir, 
2012, 2013 and 2016a). Some studies have also shown that both data normality and autocorrelation affect SPC 
results seriously in mining and mineral processing applications (Bhattacherjee and Samanta, 2002; Samanta and 
Bhattacherjee, 2001 and 2004; Elevli et. al., 2009; Taşdemir, 2012, 2013 and 2016a; Taşdemir and Kowalczuk, 
2014). 
 
The statistical properties of ash content data used in this research were investigated in detail by Taşdemir (2016b) 
and determined that the data obey to log normal distribution well instead of normal distribution and also not 
independent, i.e. autocorrelated. The autocorrelation between consequent ash content data was modelled best by 
ARIMA(1,0,1) model to achieve data independence (Taşdemir, 2016b). The control limits of SPC under data 
normality and independence assumptions and also under verification of these assumptions were presented and 
compared. As a result, correct control limits considering data normality and autocorrelation for the ash content of 
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+18 mm clean coal produced by heavy medium drum were determined and the correct out of control points were 
found by ARIMA residual chart. 
 
Materials and Methods 
To determine the control limits of ash content for +18 mm coarse clean coals data produced by heavy medium 
drum, daily data which were obtained in the year of 2010 were supplied by Ege Linyitleri İşletmesi (ELİ) for the 
Dereköy coal preparation plant in Soma, Turkey. This coal preparation plant has about 4.8 million ton/year coal 
production capacity.  Fig. 1 shows the simplified flowheet of it from Şengül (2008) (Taşdemir, 2016b and 2016c). 
Rather detailed information about the production stage were given at the first part of this study (Taşdemir, 2016b) 
and also in (Taşdemir, 2016c). The +18 mm clean coarse coals are floated in the first compartment of the drum 
and it is shown with a star symbol in Fig. 1. Totally 355 ash content data obtained from the production in 2010 
were used in order to determine its control limits. 
 

 
 

Figure 1. Modified flowsheet of Dereköy coal washing plant from Şengül (2008) and the +18 mm coarse clean 
coal product of heavy medium drum shown with a star symbol.  
 
During the determination of the control limits of SPC charts, trial versions of Statgraphics XV and Minitab 16.0 
softwares were used and SPC charts were generated. The data were found to obey lognormal distribution well to 
achieve data normality and the ARIMA(1,0,1)time series model was determined the best model based on its lowest 
AIC (Akaike Information Criterion) to remove autocorrelation (Taşdemir, 2016b). More detailed information for 
the determination of ARIMA time series models were already documented very well by Box and Jenkins (1976), 
Montgomery et al., (2008) and Montgomery & Runger (2011).   
 
In this paper, the SPC charts generated under assumptions and verification conditions were presented in order 
to show the differences of results in terms of control limits and number of out of control points by using the 
data properties from Taşdemir (2016b).  
 
Results and Discussion 
Summary of statistical properties of ash content data  
As stated above section, the ash content data have not obeyed normal distribution and lognormal distribution was 
suitable to make distribution normal (Taşdemir, 2016b). Fig. 2 compares the probability plots of normal and log 
transformed ash content data with resulted Anderson darling (AD) normality test statistics. The p value of normal 
distribution is very smaller than 0.05 (<0.005) indicating that the ash content data were not normally distributed. 
On the other hand, p value of log transformed ash content data distribution is 0.176 (p>0.05) showing that the data 
are represented by log normal distribution well after logarithmic transformation  

The Online Journal of Science and Technology - April 2017 Volume 7, Issue 2

www.tojsat.net Copyright © The Online Journal of Science and Technology 42



252015105

99,9

99

95
90

80
70
60
50
40
30
20

10
5

1

0,1

3,002,752,502,252,00
+18 mm

Pe
rc

en
t

Log +18 mm
Mean 12,85
StDev 1,900
N 355
AD 1,424
P-Value <0,005

+18 mm

Mean 2,543
StDev 0,1431
N 355
AD 0,528
P-Value 0,176

Log +18 mm

Probability Plots of original and log transformed ash content data

 
 

Figure 2. Probability plots of original and log transformed ash content data  
 

Parameters of ARIMA time series model for log-transformed ash content data  
After achieving data normality by log transformation, The log transformed ash content of +18 mm clean coal 
produced by heavy medium drum was found to be modelled by ARIMA(1,0,1) or ARMA(1,1) model well 
(Taşdemir, 2016b) and the details of model determination can be found there. Table 1 summarizes the 
ARIMA(1,0,1) model parameters. 
 

Table 1: ARIMA(1,0,1) model summary for log-transformed ash content data (Taşdemir, 2016b) 

Parameters Estimate Stnd. Error t p value 
AR(1), ϕ 0.7688 0.074445 10.3271 0.000000 

MA(1), θ 0.4609 0.102183 4.51042 0.000009 
Mean, µ0 2.5428 0.015762 161.324 0.000000 

Constant, δ 0.5879  
*: white noise variance WNV*,   ௔ଶ 0.0166ߪ

       
  
The ARIMA (1,0,1) time series model is modelled by Eq. 1 as given the following (Castagliola and Tsung, 2005): 
 
ܺ௧ ൌ ሺ1 െ ߶ሻμ଴ ൅ ߶ܺ௧ିଵ ൅ ௧ିଵܽߠ ൅ ܽ௧                                                        (1) 
 
Where Xt is the observation at time t=1, 2, ,…, at is the random noise or white noise at time =1, 2, ,… which is 
assumed to have mean of zero (0) and standard deviation of σa, ϕ is the autoregressive parameter of the model 
which corresponds to p term in the model, θ is moving average parameter which corresponds to q term in the 
model and μ0 is the nominal mean of the process (Castagliola and Tsung, 2005). The constant, ߜ, parameter in the 
model was calculated from ሺ1 െ ߶ሻμ଴.  
 
By using these parameters, following ARIMA(1,0,1) time series model determined for the log transformed ash 
content of +18 mm clean coal produced by heavy medium drum is given in following Eq. 2 (Taşdemir, 2016b): 
 
ܺ௧ ൌ 0.5879 ൅ 0.7688ܺ௧ିଵ ൅ 0.4609ܽ௧ିଵ ൅ ܽ௧                                                 (2)   
                                                                    
Where, Xt is the log transformed ash content value at time, at is the random noise which have distribution of N(0, 
0.1289).  
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Control limits under data assumptions  
Table 2 summarizes the individual chart (I-chart) parameters obtained for the original ash content of +18 mm 
coarse coal under data assumptions, i.e. without data transformation and independence verification. Process sigma 
(σ) in Table 2 was estimated from average moving range (ܴܯതതതതത) for the sample size of 2. The generated SPC and 
control limits under these assumptions is presented in Fig. 3. According to the Fig. 3, upper control limit (UCL) 
and lower control limit (LCL) were determined as 16.97 and 8.74 respectively while centre line (CL) or (CTR) 
was 12.85 which corresponded the mean of ash content data. Six points are out of control limits from UCL and 
one point is below the LCL.  
 
If we assume that the ash content data had normal distribution and not autocorrelated, the observations of 31, 32, 
53, 214, 347 and 348 were beyond the +3σ while observation 208 was below the -3σ (Fig. 3).  
 
Table 2: I-chart parameters of original ash content data of +18 mm clean coarse product by heavy medium drum 

I-Chart Parameters Values 

UCL=൅316.97 ߪ 

CL= തܺ 12.85 

LCL=െ38.74 ߪ 

 തതതതത/1.128ሻ 1.37ܴܯሺߪ

 തതതതത 1.55ܴܯ

 

 
 

Figure 3. I-chart under normality and autocorrelation assumptions and its control limits  
 

Control limits under verification of data normality and autocorrelation assumption 
I-chart parameters after verifying the data normality by log transformation are presented in Table 2 with the 
corresponding original and transformed metric values. As presented in Fig. 2, the mean of log transformed ash 
content corresponded to 2.543 in transformed metric. Therefore, back transformed mean of ash content was equal 
to 12.72 in original metric.  
 
Fig. 4 presents the control limits of ash content on SPC chart generated after data normality as in transformed 
metric in Fig. 4a and its back transformed metric, i.e. original unit in Fig. 4b. After log transformation, upper 
control limit (UCL), center line (CL) or (CTR) and lower control limit (LCL) are found as 2.86, 2.54 and 2.22 in 
logarithmic scale respectively. Since the log transformed values may not be meaningful or not be preferred, back 
transformed control limits are shown in Fig. 4b which shows the same out of control points with Fig. 4a. As seen 
in Fig. 4b, UCL and LCL are determined as 17.49 and 9.25 respectively. Compared to Fig. 3, the control limits are 
very different when the data normality is taken into account and data independence is just assumed. Larger control 
limits are obtained when data normality is achieved. Total number of out of control limits which beyond control 
limits are nine, five of them are beyond the UCL and four of them are below the LCL. These unusual points in 
Fig. 4a and 4b are different from the ones which are obtained in Fig. 3. The observations of 32, 53, 214, 347 and 
348 are beyond +3σ while observations of 24, 208, 215 and 266 are below -3σ.  
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Table 2: I-chart parameters of original ash content data of +18 mm clean coarse product by heavy medium drum 

Parameters Transformed metric Original metric 
UCL=൅317.49 2.86 ߪ 

CL= തܺ 2.54 12.72 

LCL=െ39.25 2.22 ߪ 

 
 

 
 

Figure 4. I-chart under normality verification and autocorrelation assumptions in transformed metric (a) and its 
back-transformed values of control limits in original metric (b) 

 
Control limits under verification of both data normality and autocorrrelation 
As stated above, data autocorrelation of log transformed ash content was removed successfully by ARIMA(1,0,1) 
time series model. While implementing control limits of SPC chart while considering autocorrelation, the process 
sigma, ߪ௫, was estimated from the both white noise or random shock and fitted ARIMA(1,0,1) model parameters 
(Table 1) for +18 mm clean coal product of heavy dense drum. In this chart, center line (CL) was estimated from 
the following formula; 

ܮܥ ൌ μ଴ ൌ
ఋ

ଵି߶
                                                                           (3) 

 
The CL in Eq. 3 was determined from the parameters of ARIMA(1,0,1) model given in Table 1. Then, the control 
limits of data, UCL and LCL are drawn around centerline (CL) located at µ0 by using the process sigma, ߪ௫; 
 
μ଴ േ  ௫                                                                                (4)ߪ3
 
The relation between the variance, ߪ௫ଶ, of the ARIMA(1,0,1) process, ܺ௧, and the variation, ߪ௔ଶ, of the random 
noise, ܽ௧, is calculated from the following Eq. 5 (Castagliola and Tsung, 2005):  
 

௫ଶߪ ൌ
ଵାఏమିଶథఏ

ଵିథమ    ௔ଶ                                                                 (5)ߪ
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The variance of random shocks,	  ௔ଶ, i.e. white noise variance in Eq. 5 can be estimated by both the mean squaredߪ
error (MSE) of fitted AR(2) model and the mean range (ܴܯതതതതത) of residuals (Polhemus, 2005). After solving Eq. 5, 
the variance of log-transformed ash content was about 1.23 times larger than the residual white noise variance 
௫ଶߪ) ൌ  .(௔ଶߪ1.2318

The ARIMA(1,0,1) chart parameters where the random noise variance (ߪ௔ଶ) is estimated from the average moving 
range of ARIMA(1,0,1) residuals (ܴܯതതതതത) and then process sigma (ߪ௫) was calculated by Eq. 5 was given in Table 
3. The generated control charts are presented for log transformed metric in Fig. 5a and for back transformed metric 
in Fig. 5b.  

Table 3: ARIMA chart parameters when the white noise variance, ߪ௔ଶ  was calculated by average moving range 
of ARIMA(1,0,1) residuals (ܴܯതതതതത)) 

Parameters Transformed metric Original metric 
UCL=൅3ߪ௫ 2.95 19.14 

CL= μ଴ 2.54 12.72 

LCL=െ3ߪ௫ 2.14 8.45 

 
 

  
 

 
Figure 5. I-chart under normality and autocorrelation verification in transformed metric (a) and its back-
transformed values of control limits in original metric (b) (white noise variance, ߪ௔ଶ  was calculated by average 
moving range of ARIMA(1,0,1) residuals (ܴܯതതതതത)) 
 
Fig. 5a and 5b show the control limits of ash content where both normality and autocorrelation are verified. 
Compared to Fig 5 with Fig. 3 and Fig. 4, both control limits and out of control points are very different since the 
data normality and autocorrelation are taken into account when determining the control limits of ash content. The 
UCL and LCL were determined as 19.14 and 8.45 respectively when the data normality and autocorrelation are 
verified. The observations of 32, 53, 347 and 348 are beyond the +3ߪ௫ while the observation 208 was below the 
െ3ߪ௫. 
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Table 4 shows the control limits of ash content determined for the ARIMA chart parameters when where white 
noise variance, ߪ௔ଶ  was calculated by the mean squared error, MSE to determine the process sigma, ߪ௫. The 
control limits of generated chart are considered as long term monitoring of the process (Polhemus, 2005). Polhemus 
(2005) indicates that this control limits are used to determine the process deviations from long-term mean more than 
expected given the dynamics of the process.  
 
The control limits of ARIMA chart constructed in Fig. 6 shows the long term control limits for the +18 mm clean 
coarse coal by heavy dense drum. In this chart, process sigma, ߪ௫ was estimated by Eq. 5 and white noise variance, 
 ௔ଶ  was calculated by MSE of ARIMA(1,0,1) model which was determined as σa = 0.1289 and given in Table 1ߪ
(Taşdemir, 2016b). As seen from the charts in Fig. 6a and 6b are considerably wider bounds than the charts in Fig. 
5 and Fig. 4 since the estimated process ߪ௫  is a function of both white noise or random shock and fitted 
ARIMA(1,0,1) model parameters (Table 1).   
 
The UCL and LCL were determined as 19.56 and 8.27 for long term control limits.  Total number of unusual 
points was four which are all beyond the UCL which corresponds to observations of 32, 53, 347 and 348. 
 

Table 4: ARIMA chart parameters when white noise variance, ߪ௔ଶ  was calculated by MSE of ARIMA(1,0,1) 

Parameters Transformed metric Original metric 
UCL=൅3ߪ௫ 2.97 19.56 

CL= μ଴ 2.54 12.72 

LCL=െ3ߪ௫ 2.11 8.27 

 
  

 
 

 
 
Figure 6. I-chart under normality and autocorrelation verification in transformed metric (a) and its back-
transformed values of control limits in original metric (b) (white noise variance, ߪ௔ଶ  was calculated by MSE of 
ARIMA(1,0,1)) 
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ARIMA residual chart of log-transformed ash content data 
The ARIMA residuals charts were generated to detect real uncontrolled points of ash data. The ARIMA residuals 
were obtained from the difference between actual log transformed ash values and their forecasted values 
determined by ARIMA(1,0,1) model. The residuals, ܽ௧, were calculated by rewriting  the Eq. 2 as the following: 

 
ܽ௧ ൌ ܺ௧ െ 0.5879 െ 0.7688ܺ௧ିଵ െ 0.4609ܽ௧ିଵ                                                 (6)   

 
Since ܽ௧ was determined to be independent and identically distributed (i.i.d) normal (0,	  ௔), control limits ofߪ
residuals, i.e., UCL and LCL which are drawn around centerline (CL) of zero (0) were calculated by the following 
Eq. 7 (Castagliola and Tsung, 2005): 

 
ܮܥ ൌ 0 േ  ௔                                                                            (7)ߪ3

 
The ARIMA residual chart, where ߪ௔ is estimated from the residual mean of moving range (ܴܯതതതതത), resulted for ash 
content is given in Fig. 7. From Fig. 7, number of points beyond േ3ߪ௔  limits are 3 which corresponds to 
observations of 53, 215 and 347. Since the aim is to reduce the ash content as soon as possible during the coal 
washing process, the out of point beyond LCL (observation 215) cannot be considered uncontrolled process point 
actually. Therefore, the process can be considered out of control for the 53rd and 347th days in terms of ash content 
and was in control for the rest days in 2010 based on the ARIMA residuals chart of Fig. 7.  
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Figure 7. ARIMA residuals chart of ash content data  
 
Conclusions 
Control limits ıf ash content for the +18 mm clean coarse coal product produced by heavy medium drum was 
determined under data normality and data verification conditions. It was shown that the number of total out of 
control points were different if the assumptions were taken into account or not. In order to give right decision in 
monitoring and control of a process variable in terms of ash content, both data normality and autocorrelation should 
be verified prior to application of SPC charts. These can be done for the +18 mm clean coarse coal data by applying 
log transformation first to achieve data normality and then removing autocorrelation by ARIMA(1,0,1) time series 
model. Long term control limits were determined as 19.56 for the upper control limit and 8.27 for the lower control 
limit while center line was 12.72. Only two points were out of control which were determined by the ARIMA 
residuals chart in 2010 in terms of ash content. This result was different from the ones which were calculated by 
only assuming data normality and autocorrelation without verifying them.  
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Abstract: The use of conventional disinfection products and methods in drinking water 
treatment continue to fail in many undeveloped countries. Those applications need to be re-
evaluated and innovative approaches to be considered to enhance the reliability and robustness 
of disinfection while avoiding disinfection byproducts (DBPs) formation. The rapid growth in 
nanotechnology has prompted significant interest in the environmental applications of 
nanoparticles (NPs). In order to understand the antibacterial effect of NPs, Staphylococcus 
aureus treated with TiO2, SiO2 and Ag NPs were studied under ambient conditions. The results 
indicated that the most bactericidal effect with specific die-off rates of 0,003 L/mg (TiO2 NPs) 
and 0,002 L/mg (Ag NPs) were defined in the absence and the presence of photoactivation, 
respectively. Moreover, as ionic strength of the test media increases from 10 to 100 mM, NP-
NP and NP-bacteria interactions were negatively affected. 
 
Keywords: Disinfection, TiO2, SiO2, Ag, Nanoparticles, Staphylococcus aureus 

 
Introduction 
 
Among many pathogenic bacteria, Gram (+) Staphylococcus aureus are highly infectious and are commonly cause 
skin, bone and joint infections, and gastrointestinal illness in humans (Lowy 1998, Kadariya 2014). To overcome 
the potential serious consequences of those infectious pathogens, new technologies and materials for disinfection 
purposes have been proposed (Hu 2006, Parnia 2009, Oliveira 2014). The conventional disinfectants (i.e. chlorine, 
ozone, chlorine dioxide and chloramines) known to produce carcinogenic disinfection byproducts (DBPs) 
(Nieuwenhuijsen 2000, Krasner 2009). Advanced oxidation processes (AOPs) can be applied to reduce the 
formation of DBPs, to inactivate water pathogens and to mineralize the refractory organic compounds (Chong 
2010). Among these AOPs, photocatalytic nanoparticle (TiO2, ZnO, Fe2O3, etc. NPs employing systems have been 
highly effective on disinfecting the pathogenic bacteria. Matsunaga et al. (1985) reported for the first time that 
TiO2 photocatalyst could kill bacterial cells in water by UV illumination, which could generate reactive oxygen 
species (ROS) in water medium. Since then, numerous photocatalytic disinfection studies under UV light (Wei 
1994, Christensen 2003, Gogniat 2006, Bonetta 2013) and fewer studies under solar light (Hu 2007, Helali 2014) 
using TiO2 photocatalyst studies have been reported. In addition to those studies, TiO2 NPs (Shah 2008, Xing 
2012, Barnes 2013), TiO2 thin films (Kambala 2009), Ni doped TiO2 NPs (Yadav 2014), Fe doped Ti-CNTs (Latif 
2014), Ce2O3/ TiO2 composites (Hassan 2012), Ag doped TiO2 NPs (Kowal 2011), and Al2O3-TiO2-Ag composites 
(Tartanson 2014) Ag-SiO2 composite films (Lei 2014), Ag-SiO2 particles (Sotiriou 2010), and polymer coated Ag 
NPs (Vukoje 2014), and nano-Ag ions (Feng 2000, Kim 2007, Jung 2008, Sotiriou 2010) were employed to 
inactivate S. aureus and other pathogenic bacteria.  
 
The objective of this study was to evaluate the disinfection efficiency of TiO2, SiO2 and Ag NPs on Gram (+) S. 
aureus. Batch experiments were conducted to determine (a) the most antibacterial NP concentrations, (b) the effect 
of water chemistry on the antibacterial activity of NPs, and (c) the effect of both absence and presence of light on 
the inactivation of bacteria. 
 
Materials and Methods 
 
Culture of microorganisms: The Gram (+) Staphylococcus aureus (ATCC 43300) were cultivated in 100 mL 
of Luria-Bertani (LB) broth at 37°C on a rotary shaker (150 rpm) for 18 h. The cultures with an initial 
population of 106±102 CFU mL-1 were used in the experiments.  
 
Nanoparticles: Commercially obtained TiO2, SiO2 and Ag NPs were used in the experiments (Table 1). A 1000 
mg/L stock suspension for each NP was prepared in 0, 10, 50 and 100 mM of deionized water using Na2HPO4, 
KH2PO4, NH4Cl, and NaCl immediately before the experiments. The final concentrations of 10, 100 and 500 mg 
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L-1 NPs were prepared by serially diluting of the stock suspensions having different ionic strength. All experiments 
were conducted in continuously shaken aqueous slurry solutions to ensure mixing and to prevent settling of the 
NPs. The bacteria were added to the suspensions immediately prior to the disinfection runs.  
 

Table 1. Nanoparticles used in the experiments. 

Nanoparticle 
Particle Size 

(nm) 
Surface Area 
(BET, m2g-1) 

Physical 
appearance 

TiO2 (Anatase) 32 45 White powder 
SiO2 10 - 20 NA White powder 
n-Ag 20 - 40 NA Black powder 

 
Exposure experiments: To determine the effect of particle concentration and ionic strength of the solutions on 
the survival of bacteria, dose-response experiments were conducted. Forty five mLs of NP solutions and 5 mL of 
bacteria prepared in 0, 10, 50 and 100 mM sterile test media were added to each beaker to make initial NP 
concentrations of 0, 10, 100, and 500 mg L-1. Four artificial light sources (color temperature of 4300 K, and total 
light intensity of 7000 lux), mimicking the spectrum of natural solar light, were placed 30 cm above the orbital 
shaker to produce light intensity of 2.1 W cm-2. The temperature inside the cabinet was maintained at 25.0 ± 1.5◦C. 
The shaker was set to mix at 150 rpm throughout all experiments. All antibacterial tests were triplicated in presence 
and absence of light lasted 1 h. 
 
End point test: The numbers of viable cells were determined by LB agar plating. The plates were incubated at 
37°C for 24 h, and then the colony counting was done using Lassany model digital colony counter. The survival 
fractions (N/N0) and the specific die-off rates (k', Eq 1) (Erdem 2015) were calculated by the following equation: 
 

݇′	 ሺܮ	 ݉݃ିଵሻ ൌ 	
ି୪୬	ሺே ேబሻ⁄

஼
                (Eq 1) 

 
where N0 (CFU, colony forming unit) is the population of the control cultures, N (CFU) is the population of the 
NP exposed cultures after 1 h in presence and absence of light, and C (mg L-1) is the NP concentration. 
 
Results and Discussion 
 
Nanoparticle characterization: 
Particle size, surface area and zeta potential of the NPs were measured NP characterization results are shown in 
Table 2. Primary particle size results show the measured particle size directly sampled from the box. Nano-TiO2 
primary particle sizes measured by DLS were smaller than the measurement given by the manufacturer, whereas 
nano-SiO2 primary particle sizes were bigger than that of the given size. Ag NPs showed an average size value of 
the primary particle size. It is clearly noted that the water chemistry of the test media affects the NP size. When 
10 mM test media was used, the average particle sizes showed a 10 - 15× increase. This result is also confirmed 
with the SEM images of TiO2, SiO2 and Ag NPs that the NP aggregation in test media and NP particle sizes in 
µm range were observed (Figure 1). The obtained surface areas were inversely correlated to the particle sizes as 
expected. Zeta potential results showed that the NPs were negatively charged and were not stable in the test media.  
 

Table 2. Characterization results of the TiO2, SiO2 and Ag nanoparticles used in the experiments. 
 TiO2 SiO2 n-Ag 
Primary Particle Size by DLS (nm) 26.4 27.7 30.9 
Primary Surface Area (BET, m2g-1) 176.34 103.72 92.16 
Zeta Potential at pH 6.5 (mV) -20.3 -17.2 -11.1 
Particle Size by DLS (nm) (10 mM, pH 6.5) 287±25 421±19 342±38 

 

 
Figure 1. SEM images of TiO2, SiO2 and Ag nanoparticles. 
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Effect of nanoparticle concentration and light: 
Four different TiO2, SiO2 and Ag NP concentrations (10, 100, 500 and 1000 mgL-1), dark and light (light intensity: 
2.1 W cm-2) conditions were used to evaluate the effect of NP concentrations and light on the survival of S. aureus. 
The results given in Table 3 show that regardless of NP type, the mortality rate of the bacteria increased when both 
NP concentrations increased and changing the light condition from dark to light, especially when 10 mM ionic 
strength of test media was used. The most effective antibacterial NP concentration in presence of light was 
confirmed as 1000 mg L-1 of TiO2. In absence of light, when NP concentration increased, the most increase in 
mortality rates were observed as 57 % (500 mg L-1), 47 % (500 mg L-1) and 40% (1000 mg L-1) in TiO2, n-Ag and 
SiO2 NP setups, respectively. The effects of SiO2 NPs on bacterial viability were as low as 40 and 56% in absence 
and presence of light, respectively. TiO2 NPs were more effective on the S. aureus bacteria than n-Ag and SiO2 
NPs in both absence and presence of light. 
 
Table 3. The effect of nanoparticle concentration on the survival of S. aureus in absence and presence of light. 

(Ionic strength: 10 mM, light intensity: 2.1 W cm-2) 

NP Concentration 
(mgL-1) 

Death (%) 

TiO2 SiO2 Nano-Ag 

Dark Light Dark Light Dark Light 

10 13 75 32 33 32 41 

100 45 57 27 30 34 49 

500 57 76 23 52 47 75 

1000 47 93 40 56 32 47 
 
The survival ratios (N/N0) of the S. aureus treated with TiO2, SiO2 and Ag NPs under dark (a) and light (b) 
conditions are depicted in Figure 2. At each concentration of NPs, k' was determined by Eq 1 for both dark/light 
conditions and ionic strength condition. k' values were averaged (k'ave), where lower k'ave value means higher 
antibacterial effect. In absence of light, the lowest k'ave values of TiO2, SiO2 and n-Ag NPs were calculated as 
0.003 L mg-1 (0 mM), 0.010 L mg-1 (10 mM) and 0.004 L mg-1 (50 mM), respectively. The lowest k'ave values of 
0.004 L mg-1 (50 mM), 0.010 L mg-1 (100 mM) and 0.002 L mg-1 (10 mM) were calculated when bacteria were 
exposed to TiO2, SiO2 and n-Ag NPs, respectively. The results in Figure 2 show that S. aureus was sensitive when 
lower ionic strength media was used in absence of light. Higher bacterial sensitivity in absence of light may be 
linked to the release of metal ions or NP-specific mechanisms (Cumberland 2009; Gottschalk 2011; Dobias 2013).  
 

Figure 2. The effect of ionic strength and TiO2, SiO2 and Ag nanoparticle concentrations on S. aureus under 
dark (a) and light (b) conditions. 
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Figure 2 also shows the curve fits obtained from the calculated survival fractions. In order to implement those 
values, experimentally verified k'ave values were used in Eq 1 and then the calculated survival fractions were 
estimated. R2 values were presented in order to correspond the curve fits with experimental results. Highest 
correspondence (R2 = 0.9194) was observed when S. aureus was exposed to TiO2 NPs under dark, while lowest 
correspondence (R2 = 0.5625) was observed when SiO2 NPs were employed. In presence of light, lowest R2 value 
of 0.4626 was calculated from bacteria- SiO2 NPs reactions and highest R2 value of 0.9563 was observed when S. 
aureus was exposed to nano-Ag particles. 
 
Conclusion 
In order to define the factors promoting the disinfection of the S. aureus specific die-off rates (k') of the NPs were 
calculated and were used in this study. It was clearly revealed that TiO2, SiO2 and Ag NPs promoted the 
inactivation of S. aureus in both absence and presence of light conditions. The bacteria showed higher sensitivity 
to TiO2 and Ag NPs than SiO2 NPs respectively. The SEM images confirmed that the aggregation/agglomeration 
of the NPs in test media with different ionic strengths negates the antibacterial activity of the NPs. Therefore, 
effect of water chemistry on dispersion and retention of NPs needed to be considered. Moreover due to the 
conduction of the experiments in a relatively clean laboratory conditions, the sustainability of antimicrobial 
activities of NPs in natural or waste water need to be clarified. Therefore, more research should be conducted to 
further assess the applicability and sustainability of NPs in disinfection processes. 
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Abstract: Friction welding of Al 7075-T6 alloy and 316 L stainless steel carried out for 
different times under a constant friction and forging pressure, a forging time, rotational speeds. 
Microstructures of the welds were examined by scanning electron microscopy and optical 
microscopy. The results showed that all of the welded samples were free of any or crack along 
the weld interface. The chemical compositions of the interface of the welded joints were 
determined by using energy dispersive spectroscopy. The micro hardness of the welded samples 
was measured. The strength of the welds was determined by the shear tests. It was observed 
that the shear strength of the welds depended on the welding time. The maximum shear strength 
was 210, 7 MPa. 
 
Keywords: Al7075, 316 L Stainless steel, Friction welding 

 
Introduction 
Cr–Ni austenitic stainless steels, especially, AISI 316 exhibit considerably better corrosion resistance than 
martensitic or ferritic steels and also have excellent strength and oxidation resistance at elevated temperatures 
(Kumar 2014, Kumar 2015, Marshal 1984, Oshima 2007). The fusion weld of these steels is usually the part of a 
system with reduced corrosion resistance and low-temperature toughness, and therefore in many cases it is the 
limiting factor for material application. The heat of fusion welding also leads to grain coarsening in the heat-
affected zone and solidification cracking in the weld metal of stainless steels (ASM Handbook 1999). Aluminum 
is currently the most widely used metallic material besides steel. The mechanical characteristics of aluminum offer 
an increasing application field, especially where lightweight constructions are required (Kurt 2007, Lugscheider 
1995) Al 7075-T6 alloy which is used in this study has low specific weight, high strength-to-weight ratio, as well 
as high electrical and thermal conductivity.  
 
Friction welding is well known among solid-state welding methods and used for welding similar and dissimilar 
materials (Satyanarayana 2005, Torun 2011, Çelikyürek 201, Ates 2007). This method is very useful for the 
welding of dissimilar combination, and the welding process is easily automated. Also, this welding method has 
several advantages over fusion welding methods such as high energy efficiency, narrower heat affected zone 
(HAZ), and low welding cost. In particular, the friction welding is able to easily produce joints with high reliability; 
it is widely used in the automobile industry and applied to fabricate important parts such as drive shafts and engine 
valves. Moreover, this welding method can also provide the joint of dissimilar combination as well as the circular 
pipe. Some researchers have reported that the mechanical and metallurgical properties of the friction-welded joints 
of circular pipes of dissimilar combination show desirable characteristic (Wang 1975, Maalekian 2007, Kimura 
2016) 
 
 
Materials and Methods 
Al 7075-T6 alloy and AISI 316 L stainless steel were received from a private company. The cylindrical samples 
50 mm in length and 8 mm in diameter were machined from 316 L stainless steel and Al 7075-T6 alloy. The 
friction welding experiments were carried out by a continuous-drive friction welding machine for different times 
under a constant friction and forging pressure, a forging time and a rotational speed (Table 1). After welding, the 
welded samples were cut perpendicular to the welding interface. The surfaces of the welded samples were ground 
with 1200 grinding paper and polished with 1 µm diamond paste, then 316 L sides of welded samples were etched 
with a mixture of H2O (30 ml), HNO3 (30 ml), HCl (20 ml) and HF (20 ml) and The Al 7075-T6 sides were etched 
with Keller. The microstructures were observed with light microscopy and scanning electron microscopy (SEM). 
The chemical compositions of the weld zone and the base alloys were determined using energy dispersive 
spectroscopy (EDS). Microhardness values were measured to both sides from center of the  
 Table 1. Parameters of the friction welding. 

The Online Journal of Science and Technology - April 2017 Volume 7, Issue 2

www.tojsat.net Copyright © The Online Journal of Science and Technology 56



Friction 
Speed, rmp 

Friction Pressure, 
(MPa) 

Forging 
Pressure ( MPa) 

Friction 
Time (s) 

Forging 
Time (s) 

Burn-off 
 (mm) 

1000 
1000 
1000 
1000 

50 
50 
50 
50 

100 
100 
100 
100 

6 
8 

10 
12 

10 
10 
10 
10 

0,4 
0,9 
1,5 
2,2 

 
welded samples by means of Vickers indenter with a load of 100 g. Shear tests were performed to determine the 
strength of the weld interface using an electromechanical universal test machine (Shimadzu AG-IS-250) at room 
temperature. A specially designed specimen holder was used to measure the shear strength. Three samples were 
tested for each welding condition.  
 
Results and Discussion 
Optical micrograph of the sample welded for 10 s is presented in Fig. 1. All of the welded samples were of sound 
quality, and they did not exhibit any pores or crack formation along the weld interface. Three main regions are 
observable on the Al 7075 side of the interface of all of the welded samples: a dynamically recrystallized zone 
with very fine grains (DRX), thermo-mechanically affected zone (TMAZ) and heat affected zone (HAZ) (Fig. 1a) 
(Khalid 2010). The width of the DRX for all of the welded samples was approximately 250-330µm. The 
micrographs demonstrated a slight variation in the width of DRX independent on the friction time. There was not 
any change on the 316 L stainless steel side (Fig. 1b).  
 

 
 

Figure 1.Optical micrograph of the sample welded for 10 s. 

 
SEM micrograph and EDS analysis for welded samples for 10 s are shown in Fig. 2. It cannot be clearly observed 
that a diffusion zone at the weld interface for all of the welded samples (Fig 2a). However, EDS analysis results 
showed that there was a diffusion zone at the weld interface all the welded samples (Fig. 2b).  
 
 

 
Figure 2.SEM micrograph and EDS analysis of welded samples for 10 s. 
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The diffusion zone present at the weld interface consists of Fe, Al, Cr, Ni, Mg atoms. The diffusion zone is rich in 
Fe and Al atoms and has lower amounts of Cr, Ni and Mg atoms.  
 

 
Figure 3.The shear strengths of the welds and the base alloys. 

The shear strengths of the welds and the base alloys are shown in Fig. 3. The results showed that the values of the 
shear strength of the welded samples increase with increase in friction time. Under these experimental conditions, 
it can be said that the shear strength of welds was dependent on the friction time. This observation indicates that 
the increase in the shear strength is related to the magnitude of the accumulated heat input, which depends on the 
friction time. Especially, 6 s and 8 s friction times were not high enough to produce the required heat for the 
friction welding, compared with the 10 and 12 s treatments. Microhardness values were measured in the direction 
from the center of the weld to both sides of the welded samples. The micro hardness profiles for all of the friction 
welding times were found to be similar. Fig. 4 shows the hardness values obtained from all welded samples.  
 

 
 

Figure 4.The hardness values obtained from all welded samples. 
 
The hardness of the DRX, HAZ and TMAZ is lower than that of the base alloy on the Al7075-T6 side. The DRX 
hardness is not as low as the HAZ/TMAZ because of its extremely fine grained microstructure. The drop in HAZ 
and TMAZ can be explained based on strengthening precipitation. Al 7075 base metal in T6 condition contains a 
large number of submicroscopic Mg2Zn and AlCuMg precipitate particles, which confer high strength and 
hardness to the alloy. During friction welding, The HAZ/ TMAZ experiences high enough temperatures for causing 
dissolution or coarsening of these strengthening precipitates. During cooling, the cooling rates are high enough to 
allow any reprecipitation of these strengthening phases. Therefore, the HAZ/ TMAZ hardness is lower than the 
base alloy harness (Khalid 2010). There was not any change on hardness of 316 L stainless steel side. 
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Conclusion 
Al 7075-T6 alloy and 316 L stainless steel were welded by friction welding methods. All of the welded samples 
were of sound quality, and they did not exhibit any pores or crack formation along the weld interface. The friction 
time play an important role in flash formation and welds shear strength. The welds shear strength samples and 
burn-off increase with increase in the friction time. After welding, while three different zone observed in the Al 
7075-T6 side, there was not any difference on the 316 L stainless steel side. The hardness profiles for all friction 
time are similar. It was observed that Al 7075-T6 side has different hardness values.  
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Abstract:High rise building was the most remarkable new building type to emerge in the late 
19th century which has entirely changed the scale, appearance, concept and image of cities with 
its great visual impact. With advanced technologies the skylines of the cities dominated by high 
rise buildings all over the world in 20th century.  In the 21st century it can be expected that 
more and more innovative high rise buildings will be built, utilizing the cutting-edge techniques 
also in historic cities with World Heritage Sites. High rise buildings’ relationship with their 
context is more problematic than any other structure, the subject of what they add and what 
they take away to the city is quite controversial. Introducing a new building in a historic city 
has a dramatic impact on traditional urbanistic structure.  In this study high rise buildings in 
historic cities with World Heritage Sites, their development, and impact on the city and the 
urban image are examined by selected examples from different historic cities. The current 
approaches for designing high rise buildings in a historical setting will be also examined. 
 
Key words: High rise building, historic city, architecture 

 
 

Introduction 

High rise buildings which are an indispensable part of our cities, will continue to exist in the future due to certain 
reasons such as evolving and changing social needs, rapid urbanization and population growth. There are different 
terms that define this building type; such as tall buildings, high rise buildings, skyscrapers depending on various 
contexts. In this study the term high-rise building is used which is substantially taller than their neighbours and/or 
which significantly changes the skyline. 

High rise buildings have the potential to create a powerful image in the context of urban memory, even the potential 
to change the climate of the region. Technically, architecturally, socially and spatially their impact on the 
environment is quite strong. High rise buildings’ relationship with their context is more problematic than any other 
structure, the subject of what they add and what they take away to the city is quite controversial. The most intense 
debates take place in historic cities while the separation or harmony between traditional and contemporary is more 
sharp and decisive here. High rise building was the most remarkable new building type to emerge in the late 19th 
century which has entirely changed the scale, appearance, concept and image of cities with its great visual impact. 
A high-rise building, can be a residential block an office tower or has a mixed use function. With advanced 
technologies the skylines of the cities dominated by high rise buildings all over the world in 20th century.  In the 
21st century it can be expected that more and more innovative high rise buildings will be built, utilizing the cutting-
edge techniques also in historic cities with World Heritage Sites (WHS). 

The global urban population has increased from 0.7 billion in 1950 to 3.9 billion in 2014. UN forecasts another 60 
percent by 2050, as 6.3 billion people are projected to live in urban settlements (UN, 2014). A majority of people 
will be living in urban areas and vertical development is inevitable for the urban growth in the future cities. Cities, 
which can only be analyzed and understood by interdisciplinary study, are growing and developing constantly day 
by day. Christine Boyer, the author of ‘The City of Collective Memory’, suggests in her book  that the city consists 
of three major layers; the city as a work of art (one common to the traditional city), the city as panorama(one 
characteristic of the modern city) and the city as spectacle (one appropriate to the contemporary city) (Boyer, 
1994). These different architectural layers touch each other heterogeneously and form the diversity.  
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Every new proposed high rise building in a historic city should have a good architectural quality and bring a 
sustainable approach (Abel, 2006). By the architectural quality of the building is meant; scale, form and massing  
proportion and silhouette,  facing materials,  relationship to other structures,  effect on the skyline,  effect on 
streetscape and near views (CABE 2007). These type of buildings should be more urban and as well as respectful 
to a historic city as its impact on public space and the skyline is distinctive due to its scale and density. In this 
study high rise buildings in historic cities with World Heritage Sites, their development, and impact on the city 
and the urban image are examined by selected examples from different historic cities. The current approaches for 
designing high rise buildings in a historical setting will be also examined. 

Historic City – High Rise Building 

Historic cities with World Heritage Sites have more exclusive place among world cities while they have common 
value for all humanity with Outstanding Universal Value. The urban conservation for these cities is important for 
the human history. Introducing a new building in a historic city has a dramatic impact on traditional urbanistic 
structure. High rise building and a historic city is perceived as two contrasting concepts while high rise building 
concept is fundamentally different from other contemporary building due to their scale and visual impact on the 
surrounding. Building a high rise building in a historical setting the protection of the authenticity and integrity is 
essential as it is an instantly recognizable addition to the city’s skyline.  

Historic area or city is defined in 1976 UNESCO Recommendation as:  “Historic and architectural (including 
vernacular) areas” shall be taken to mean any groups of buildings, structures and open spaces including 
archaeological and palaeontological sites, constituting human settlements in an urban or rural environment, the 
cohesion and value of which, from the archaeological, architectural, prehistoric, historic, aesthetic or 
sociocultural point of view are recognized. (URL1) 

Cities are changing and developing rapidly and uncontrolled development can deteriorate the urban heritage with 
its tangible and intangible values that has shaped through the history. UNESCO defines its approach for the 
management of historic urban landscape as holistic; the goal is to integrate the conservation and social and 
economic development. It is crucial1 to manage the urban development around a World Heritage site and there are 
two important factors that should be considered; buffer zone regulation, maintenance. Buffer zone is intended to 
protect World Heritage sites from negative influences. It defines a neighboring zone that may influence a World 
Heritage site. Although it is not a must the majority of World Heritage sites have a buffer zone which guarantees 
the protection of the sites. They are not formal components but they contribute to the attributes of the Outstanding 
Universal Value and to the setting.   

High-rise buildings in historical settings are added as new layers into the city and may become the elements which 
enrich the urban texture without destroying the local environment.  CABE (Commission for Architecture and the 
Built Environment) and English Heritage published Guidance on Tall Buildings in 2007. The main principle is 
defined as: to secure high quality design and ways to enhance and improve places in which people live their lives 
and conserve heritage assets for this and future generations. Well-designed tall buildings in the right place can be 
a force for good, but that they also have the potential to cause a destruction of the historical fabric. The destruction 
can occur in two ways; Visual character, Urban life quality. 

City can have various silhouettes depending on the viewing direction and the viewpoint. Silhouettes of cities 
possess their personal individuality, gives the first emotion, first perception for that city thus the first image is 
created in our minds. Key elements, historic -cultural landmarks and its historic characters of the setting can be 
observed by a viewer and tall buildings have the potential to determine and create a silhouette or to break the 
existing. Besides forming the built heritage some buildings in historic cities become the symbol of the city they 
characterized the urban policies, new developments or new decisions about tall buildings which will be analyzed 

                                                            
1 New development which can affect the World heritage site has the risk for the site to be admitted to the list of endangered World 
Heritage. 
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in the case cities. Preserving the free sky and vistas around these specific buildings is directly related to the 
perception of the image of the city. 

Lynch specifies three separate components of the city’s image as follows: “identity, structure & meaning” and 
verifies that “in reality they always appear together” and determines the image. (Lynch, 2010). The Urban identity 
is created by urban images in long time process through the history and composed of various components. In the 
historical process cities have been shaped by various factors such as wars, religion and economy. Initially they 
were designed for defensive purposes then in medieval times religion shaped the city and religious structures 
became the focal point and identified the silhouette and image of the city. It is an indisputable fact that the image 
or identity of a city is not merely identified by the silhouette. The Urban identity of a city is determined by its own 
idiosyncratic features that are its geography, socio-cultural values of the community and the architectural 
production. In this respect the urban identity is dependent on meeting the needs of the present with the preservation 
of the past.  

The Case of İSTANBUL 

The city of İstanbul is a harmonised combination of the works of nature and man and one of the most significant 
centers for Civilization and Culture of the world. During Marmaray excavations it has been observed that the 
history of the city starts in BC 8500. The city protected its status as a capital from Constantine the Great until the 
20th century. Great empires like the Eastern Roman, Byzantine and Ottoman made this city their capital for 16 
centuries long (Batur, 2011). Among its history the unique geography makes the city special, which is located on 
three pieces of land separated by the sea. The city was founded on a peninsula and surrounded by the Golden Horn 
(Halic) on the north, the Bosphorus on the east and the Marmara Sea on the south. Its relationship with the sea and 
its topography formed the original character of the city. Throughout the history peninsula has radically changed in 
the context of social-culturally and spatially and also through the fire and the impact of earthquakes. The four 
regions of Istanbul Historic Peninsula were declared as World Heritage Site on 06.12.1985 by UNESCO. 

 

Figure 1.The Location of Historic Peninsula in the City    Figure 2.WHS of İstanbul 

1. Sultanahmet Archeological Park (First Degree Archeological Site and Urban Archeological Site) 

2 The Süleymaniye Mosque and Environs Protected Area 

3 Zeyrek Mosque (Pantokrator Church) and Environs Protected Area  

4 İstanbul Land Walls 

The four sites of the property are first Degree Conservation Sites, the masterpieces are the ancient Hippodrome of 
Constantine, the 6th-century Hagia Sophia and the 16th-century Süleymaniye Mosque. The Historic Peninsula was 
surrounded by ancient walls which were built by Theodosius in the early fifth century. 
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Figure 3.View of Istanbul's historic peninsula, looking from Galata. Abdullah Fréres, ca. 1880-93 and a collage of WHS. 

The total area is 2,110 hectares; 1,562 hectares of which is covered by the Historic Peninsula and 548 hectares by 
the Buffer Zone. The “Buffer Zone” is determined in the Management Plan lying parallel to the Land Walls is 
within the boundaries of Eyup, Bayrampasa and Zeytinburnu Districts. The skylines of the Historic Peninsula 
express the Outstanding Universal Value of the property. In the Prost’s İstanbul Master Plan (1936-58)2 the first 
principles and regulations were determined to protect the silhouette of the Historic Peninsula. He put 40 m height 
limit: that allows max. 3-storey buildings with heights not exceeding 9.50 meters in locations those are above sea 
level by 40 meters or more, with the purpose of protecting the silhouette of the Historic Peninsula. (Bilsel,C,Pinon, 
P.,2010) 
After the proclamation of the Republic, Ankara became the capital city and contrariwise to other metropolises the 
population of Istanbul has reduced in 1930s. In 1950s the city started witnessing demographic expansion due to 
migration which still continues increasingly. High rise buildings appeared first in 1950s and until to the mid 1970s 
averaging 25 stories office and hotel buildings were built. 1980s were megapolization  period (Akdağ, et.al 2010), 
after 1980s the new urban regeneration process is started (Tekeli, 2014). The remarkable high-rise buildings were 
built in 1990s in new commercial districts (Zincirlikuyu, Maslak and Beşiktaş) in European side. In the 20th and 
21th century the number of high rise buildings is increased rapidly in the city. There are 43 high rise buildings 
taller than 150 m and 33 of them are completed. The tallest completed building is the Sapphire Tower (2010) with 
261 m height. 56 percent of these buildings have residential functions, 21 percent have mixed-use and the rest have 
hotel and office function. The Cluster of tall buildings are established around Levent-Maslak district and forming 
a highly visible and attractive symbol of the modern metropolis which change the symbolic perception. The 
number of tall buildings increasing in both sides of the city and from different locations of the city various 
characteristics of skylines can be observed. (CTBUH) 

 

     
Figure 4: Cluster of tall buildings in İstanbul (CTBUH) 

 

The startling  development is occured with the construction of 16/9 residential tower complex with 3 buildings of 
27, 32 and 37 storeys in the western district of Zeytinburnu which began in 2010 and damaged the silhouette of 
the highly valued Historic Peninsula when viewed from Bosphorus.  Many objections were raised by public before 
and during the construction of the buildings regarding the negative impacts that they could cause, but somehow 
the legal procedures have been fitted or changed in order to complete the construction. Despite all these objections 
and the on-going court processes the buildings were completed. The 3 blocks obstructed the view and  caused an 

                                                            
2 Prof. Henri Prost, Head City Planner of Paris Region was invited to Istanbul  in 1936 to make a Master Plan for Istanbul. Although he is 

criticized for not having evaluated Istanbul within a general development perspective and for transforming the fabric of the city’s historic 

core to rationalize the traffic circulation, his role was significant in the protection of the unique silhouette of the historic peninsula . He 
mentioned that the Marmara shore of the old city was endowed with “one of the most beautiful views of the world” (Bilsel,C,Pinon, P.,2010) 

 

Hist. Peninsula 
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adverse impact by changing the background setting of the Blue Mosque, Topkapi Palace and Hagia Sophia.  The 
court ruled that those buildings were illegally built as they “negatively affected the world heritage site that the 
Turkish government was obliged to protect” (URL 2).  According to the expert report3 these 3 buildings located 
in the buffer zone area and they harm the appreciation of the Outstanding Universal Value of the World heritage 
Site from different viewpoints.  Even though Turkish top administrative court affirmed a decision which imposes 
the demolition of the buildings it has not been implemented yet. 

 

    
Figure 5: 16/9 Buildings and Historic Peninsula 

 
The 1/100.000 scale Istanbul Master Plan is a reference document that shapes Istanbul’s future silhouette 
concerning the spaces and guiding plans which emphasize a holistic silhouette main plan for the districts including 
the Historic Peninsula, the Golden Horn and the Bosphorus. Those districts have a direct influence on the silhouette 
of Istanbul and therefore it is very important to consider them while preparing a study regarding Istanbul’s 
silhouette. Several significant viewpoints like the Bosporus Bridge, the Üsküdar coastline, Harem, Haydarpaşa, 
Kadıköy Center coastline, Moda, Kabataş coast, the Unkapanı Bridge, the Galata Bridge etc. were identified in 
order to observe the effects of high buildings on the silhouette. While doing this the natural surface differences 
and average eye level observation were taken into the consideration. By digital analysis the ultimate height of the 
buildings that would not affect the silhouette of the Historic Peninsula was defined. (İstanbul Hist.Penin. Site M.P. 
2011) 
 

The Case of LONDON  

Another historic city that changed its silhouette in time due to the high rise development is London, which is one 
of the world cultural capital with its 2000 years history. St Paul’s Cathedral (1711) has been the tallest building in 
London until the early twentieth century. After the construction of Faraday Building and Unilever House in the 
1930s, the views of St. Paul’s Cathedral from the River Thames were obstructed. Consequently ‘St Paul’s Heights 
Policy’ (a local view protection policy) was implemented in 1937 to protect and enhance important local views 
from different directions. Until 1970 during post war reconstruction period some high rise building were built in 
city as the number increased in 1980s the sensitivity to conservation and heritage considerations and also view 
protection agenda revived.(part 2) . Through history the dynamics of building high-rise buildings in the city has 
been shaped by different policies and in the 2000s, a cluster of tall buildings were built in the east of the City.  
They are set in the background of The Tower of London4 which is a palace-fortress and the best-preserved example 
of a royal Norman castle. The Tower of London(3) (Insc. 1988) is one of the four (The Royal Botanic Gardens at 
Kew(1), The Palace of Westminster (2), Maritime Greenwich) inscribed prominent UNESCO World Heritage 
Sites in London. The relationship between the Tower of London and the city in the background is a very sensitive 
point that should not harm the appreciation of the Outstanding Universal Value of the World heritage Site. In order 
to conserve the cultural heritage and to protect the skyline of the four towers of the White Tower some visual 
separation should be obtained between the upper parts of the White Tower and the tall buildings in the background. 

                                                            
3 According  to  the  İstanbul 4th Administrative Court expert  report. The  impact of  the skyscrapers on  the silhouette of  the city has been 

documented after  it has been observed from several points such as the ferry passing the Bosphorus, Bosphorus Bridge, Salacak, Harem, 

Maiden’s Tower, Kadıköy and Çamlıca.  (URL 3) 

4 The centrepiece is the 11th century White Tower - “white” because of its massive whitewashed walls. 
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Figure 6:WHS in London 

The free sky space around the White Tower enhances the value of its visual dominance and where this space has 
been compromised then the visual appearance has been depreciated.  Some prominent tall buildings of the late20th 
and early 21st centuries and earlier periods such as spires of city churches are rising behind the tower(Konuk, G. 
2008). 
 

 
Figure 7. Tower of London 

 

In 1991 to protect the strategic views the Secretary of State for the Environment determined Protected Vistas and 
directions with planning guidance. However, in 2007, the Government’s Strategic Views protection was devolved 
on the Mayor of London and in this year narrow-scoped Mayor’s London View Management Framework (LVMF) 
was published which has been revised and significantly widened in 2010.  Although new regulations implemented 
to protect the perspectives and views of historic monuments in 2007, it failed to ease tensions between different 
actors (Appert 2015). The London Plan 2011 and the City of London Local Plan are the planning policies that 
manage the construction of high rise buildings in the city. Conservation areas and also the areas where would 
adversely affect the protected views are considered as inappropriate areas for the construction of high rise 
buildings. These determined protected views are ‘protected views of St Paul's Cathedral’, ‘the Tower of London’ 
and ‘Views from the Monument’ 
 

                       
Figure 8: Buildings 100 m+ completed/under construction around Tower Of London 

 
64 percent of tall buildings in London have office functions, 20 percent have residential and the rest have mixed-
use function. There are 49 high rise buildings taller than 100 m and 16 of them are taller than 150 m. The tallest 
completed building in London is the Shard (2013) with 306 m height. (CTBUH) 
Tall buildings are permitted to be proposed on suitable sites only if they have potential effect on (city of London): 

 the City skyline 

 character and amenity of their surroundings including their relationship with existing tall buildings 

 significance of heritage assets and their setting 

 effect on historic skyline features 
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Figure 9: The LVMF protected vistas map  

 
Conclusion 

Each city has its own unique dynamics of urbanization and those dynamics differ depending on the cultural, 
political, economical and geographical position of the country that the city belongs to. Cities, which can only be 
analyzed and understood by interdisciplinary study, are growing and developing constantly day by day and this is 
also valid for historic cities.  Building a high rise building in a historical setting has a direct effect on the 
surrounding heritage and unfortunately there are many examples of unsightly designed, improperly settled 
buildings which have visually adverse impact over a wide neighborhood. High rise buildings which are an 
indispensable part of our cities will continue to exist in the future due to certain reasons such as evolving and 
changing social needs, rapid urbanization and population growth. These building types have the potential to create 
a powerful image in the context of urban memory, even the potential to change the climate of the region. 
Technically, architecturally, socially and spatially their impact on the environment is quite strong. Where should 
they fit in a city and their relation to existing heritage and their height should be clearly determined by needed 
planning guidance with the participation of different stakeholders. Every new proposed high rise building in a 
historic city should have a good architectural quality and bring a sustainable approach and not destruct the Visual 
character and Urban life quality of the city. These type of buildings should be more urban and as well as respectful 
to a historic city as its impact on public space and the skyline5 is distinctive due to its scale and density.  In the 
historical process different urban policies, political decisions, global actors and economic systems influenced 
decision-making mechanism. Regarding urban interventions which are produced by legal policies change the urban 
image and shaped the historic cities as analyzed in case cities above. The Urban identity of a city is determined by 
its own idiosyncratic features that are its geography, socio-cultural values of the community and the architectural 
production therefore each city has its own story.  

Historic cities with World Heritage Sites have more exclusive place among world cities while they have common 
value for all humanity with Outstanding Universal Value. Any proposed building in a historic city has to consider 
the existing skyline and should not harm the views and the major landmarks of the city. These assessments have 
to be done by digital analysis methods to understand the effects of those buildings on the context and the silhouette. 
Not only conservation of the cultural and historical heritage of the city has to be considered but also the fulfillment 
of the needs of a living and dynamic city has to be taken into the consideration. A sensitive balance has to be 
obtained between both phenomenon as high rise buildings have the potential to create a powerful and positive 
image in the context of collective urban memory, and may become the elements which enrich the urban texture.  
Urban identity is dependent on meeting the needs of the present with the preservation of the past.  
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Abstract: In digital image processing, binarization (two-level thresholding) is a commonly 
used technique for image segmentation. It is the process of converting a gray scale image to a 
binary image. Furthermore, binarization methods are divided into two groups as global 
binarization and locally adaptive binarization. A number of binarization techniques have been 
proposed over the years. Bernsen’s method is one of locally adaptive binarization methods 
developed for image segmentation. In this study, Bernsen’s locally adaptive binarization 
method is implemented and then tested for different gray scale images.   
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Introduction 
 
Binarization is a well-known method for image segmentation due to applicability to many fields in digital image 
processing (Sahoo et al., 1988). In order to separate objects from background, it is an effective technique. A number 
of binarization applications have been proposed over the years such as document image analysis for extracting 
printed characters, logos, graphical content or musical scores, map processing for finding place of lines, legends 
or characters, scene processing for detecting a target, quality inspection of materials, extraction of edge field and 
spatio-temporal segmentation of video images (Sezgin and Sankur, 2004). 
 
In recent years, the field of document image analysis has received significant attention and has become one of the 
important parts of digital image processing. There are various researchers which are seeking to design systems for 
extracting information from extensive documents as maps, magazines, newspapers, engineering drawings, forms 
and mails. In most of these systems, binarization is applied as the first step (Trier and Taxt, 1995a). The aim of the 
binarization of document images is extracting text from images, removing noise and reducing image size. This 
process is performed with removing useless information in order to increase visibility of useful information in an 
image (Bataineh et al., 2011). In the work of Kefali et al. (2010), it is asserted that the purpose of binarization is 
to decrease the existence of undesirable data and conserve the desired data in document images. This operation is 
done by converting all gray levels of images into two levels as black and white. 
 
Binarization techniques are divided into two groups. These are global binarization and locally adaptive binarization 
(Singh et al., 2011). Global binarization methods compute a single threshold value for the entire image. Pixels 
having a gray level darker than the threshold value are marked as black (foreground). In the contrary case, the 
other pixels are labeled as white (background) (Trier and Jain, 1995). Some of the global binarization methods 
existing in the literature are Abutaleb’s method (Abutaleb, 1989), Kapur et al.’s method (Kapur et al., 1985), Kittler 
and Illingworth’s method (Kittler and Illingworth, 1986) and Otsu’s method (Otsu, 1979). Besides, locally adaptive 
binarization methods calculate a threshold value for each pixel on the basis of information contained in a 
neighborhood of the pixel. Some of these methods compute a threshold surface over the entire image. In the input 
image, if a pixel (x, y) has a higher gray level than threshold surface evaluated at (x, y), then the pixel (x, y) is 
marked as background, otherwise it is marked as foreground (Trier and Jain, 1995). In the literature, some of the 
locally adaptive binarization methods are Bernsen’s method (Bernsen, 1986), Chow and Kaneko’s method (Chow 
and Kaneko, 1972; Nakagawa and Rosenfeld, 1979), Eikvil et al.’s method (Eikvil et al., 1991), Mardia and 
Hainsworth’s method (Mardia and Hainsworth, 1988), Niblack’s method (Niblack, 1986), Taxt et al.’s method 
(Taxt et al., 1989), Yanowitz and Bruckstein’s method (Yanowitz and Bruckstein, 1989), White and Rohrer’s 
dynamic threshold algorithm (White and Rohrer, 1983), White and Rohrer’s integrated function algorithm (White 
and Rohrer, 1983), Parker’s method (Parker, 1991) and Trier and Taxt’s method (Trier and Taxt, 1995b). 
 
 
The rest of the paper is organized as follows. In materials and methods section, Bernsen’s locally adaptive 
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binarization method is explained. In results and discussion section, the results of applying Bernsen’s method on 
gray scale images are showed for different neighborhood values and contrast limits. Finally, conclusions being 
under study are summarized in conclusion section.  
 
Materials and Methods 
 
In this paper, Bernsen’s locally adaptive binarization method is used in order to extract texts from gray scale 
images. Furthermore, it is implemented and tested for different neighborhood values and contrast limits. In 
Bernsen’s method (Bernsen, 1986), the threshold value is calculated for each pixel (x, y) according to the following 
equation (1). 
 

T(x, y) = (Zlow + Zhigh) / 2  (1) 

where Zlow and Zhigh are the lowest and highest gray level pixel values in a square r x r neighborhood centered at  
(x, y). The contrast measure is calculated for each pixel (x, y) according to the following equation (2).   
 

C(x, y) = Zhigh – Zlow (2) 

If the contrast measure C(x, y) < l, then the neighborhood consists only of one class, foreground or background. In 
addition, r and l values vary depending on the used images and areas. Applying Bernsen’s method for gray scale 
images is shown in Figure 1.  
 

Applying Bernsen’s method

Read gray scale image

Define neighborhood value (r) and contrast limit (l)  

Calculate threshold value (T(x, y) = (Zlow + Zhigh) / 2)

Result of applying Bernsen’s method

Find the lowest gray level pixel value (Zlow) in a 
square r x r neighborhood centered at pixel (x, y)

Find the highest gray level pixel value (Zhigh) in a 
square r x r neighborhood centered at pixel (x, y)

Calculate contrast measure (C(x, y) = Zhigh – Zlow)

Label pixel (x, y) as foreground or background according 
to calculated threshold value and contrast measure

Repeat the process for each pixel on the image  

 
 

Figure 1. Flowchart of applying Bernsen’s locally adaptive binarization method for gray scale images.  
As seen in the flowchart, firstly, the gray scale image used for testing is read. Secondly, the neighborhood value 
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and contrast limit are defined. After that the lowest and highest gray level pixel values in a square r x r 
neighborhood centered at (x, y) are found and then the threshold value and contrast measure are computed. In the 
sequel, the pixel (x, y) is labeled as foreground or background according to calculated threshold value and contrast 
measure. Finally, this process is repeated for each pixel on the image.  
 
Results and Discussion 
 
In this study, in order to extract texts from gray scale images, Bernsen’s locally adaptive binarization method is 
used. The application used for binarization is implemented using MATLAB R2014a. The application is tested for 
different neighborhood values and contrast limits on various gray scale images. The neighborhood values are 
chosen as 3, 5 and 15. Moreover, the contrast limits are selected as 15 and 50 for testing the performance of 
Bernsen’s method. As an example, one of the original gray scale images used in this work is shown in Figure 2. 
The size of this gray scale image is 202 x 202 pixels.  
 

 
 

Figure 2. Orijinal gray scale image used for testing Bernsen’s method. 
 
The results of applying Bernsen’s method on the original gray scale image for r=3 are shown in Figure 3.  
 

 
 
Figure 3. Applying Bernsen’s method on the original image for r=3 (l=15 and l=50 respectively). 
 
The results of applying Bernsen’s method on the original gray scale image for r=5 are shown in Figure 4.  
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Figure 4. Applying Bernsen’s method on the original image for r=5 (l=15 and l=50 respectively). 
 
The results of applying Bernsen’s method on the original gray scale image for r=15 are shown in Figure 5. 
 

 
 
Figure 5. The results of applying Bernsen’s method on the original image for r=15 (l=15 and l=50 respectively). 
 
As seen in Figure 3, 4 and 5, the useless information is removed from the original gray scale image and the visibility 
of the useful information is increased. Consequently, the texts are successfully extracted using Bernsen’s 
binarization method. It is observed that this method is efficient for different r and l values. However, the increase 
of neighborhood value and contrast limit raises the process time of the method. Besides, the process time is 
inversely proportional to the processing speed of Bernsen’s method.  
 
Conclusion 
 
In recent years, document image analysis has become a significant research topic in the area of digital image 
processing. Binarization is applied as the first step in most of the document image analysis applications. The 
purpose of the binarization of document images is to remove useless information and noise in order for extracting 
text and useful information from images. In this paper, Bernsen’s locally adaptive binarization method is 
implemented and then it is evaluated for different neighborhood values and contrast limits. According to the study 
results, it is seen that the texts are successfully extracted and Bernsen’s method is effective for various 
neighborhood values and contrast limits. In addition, the more neighborhood value and contrast limit raise, the 
more the process time of the method increases.  
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ABSTRACT 
Design education adopts different education models that changes constantly due to differences 
among disciplines. Education models can be varied with different training techniques. The 
design approaches introduced during the design process, which forms the basis of design 
education, gain meaning through sketching “with free-hand drawing” which is an effective 
communication tool for the profession. Sketching ensures fast development and introduction of 
opinions, serving as an active transmitter of visual expression. The computer technologies that 
are advancing rapidly today turns the traditional design, the “free-hand technique”, into an 
element with a conceptual impact on the design process. The study aims to discuss the “process 
of sketching” behind the design factor in the architecture and interior architecture education in 
Turkey and to analyse the method of sketching as well as its application styles, design, 
presentation, education, process and results, discussing the importance of sketching process in 
the education. Finally, the sketching process is associated with the concept of design, 
emphasizing that it is essential for the architecture and interior architecture design education 
and it is a skill that must be enhanced through education. 
 
Key Words: Architecture and Interior Architecture Education, Design, Sketching process. 

 
Introduction 
Design is to look at the design problem in a different way considering operational, functional, aesthetic concerns 
by developing new methods. Design, acting towards its personality in this process, is to tangibly provide transfer 
of ideas in conceptual meaning. Therefore, the effect of visual transfer on persons gains importance. The most 
efficient method to embody an intangible expression in the design process is to transfer the ideas on a paper fast, 
in a way to benefit from freehand technique which is a traditional expression method. The most used visualization 
techniques are freehand drawing, technical drawing and drawing digitally (Gümüş, 2007). Research, thinking, 
application methods and developing unique design ideas is aimed in design education. In a sense, transfer of unique 
design ideas tangibly stresses on the importance of sketching namely design data. Sketching is the most influential 
means of communication in design jobs such as architect and interior architect. Sketching helps to become skillful 
at fulfilling and developing the idea in design process in a short time and brings continuity with it. It can produce 
different processes by being supported with visual presentation. In this regard, examining sketching process which 
is an important element in design education is aimed in this study. Design process and consequences of design 
education in the Interior Architect and Architect disciplines is studied; Design, design knowledge, design 
education, the importance of freehand and sketching process in education is examined. In this regard, it is stressed 
out in this study that sketching process behind the design has a required place in design education.  
 
Design and Design Education  
Design is envisaging, shaping or an envisaged fact produced to make a plan or sketch. It is a mental project or 
scheme in which steps to make a consequence is set forth (Bayazıt, 1994). At present, Interior Architect and 
Architect are among the modern and renewed jobs with the effect of socio-cultural and economic changes. 
Therefore, it is inevitable that Interior Architect and Architect education to be shaped under different approaches 
(Özker, Makaklı, 2015). In the Interior Architect and Architect education especially project/design studio courses 
are steering and shaping education. According to James Reswick, design which is a creative action is a fact 
involves creating a new and useful thing which has not existed (Ketizmen, 2002). Design is a creative process; 
solving problems, sketching, thinking and producing process in a sense. On the other hand, design education is to 
develop individual behaviors with education and guidance. The aim of design jobs such as Architect and Interior 
Architect is to transfer the method and fiction of design education to the student. In this sense Interior Architecture 
education program is consists of design courses such as basic design, project/design studio, furniture design which 
are design-oriented courses out of technical courses. On the other hand, design courses such as basic design, 
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project/design studio which are design-oriented courses out of technical courses are in the education program of 
Architect. Sketching is highly important in design courses in which the student can express herself/himself or 
becomes skillful at that. Developing design skills, having an idea about what is design is provided with design 
courses. 
 
Education quality of these jobs which are shown among the popular jobs and increased rapidly is a crucial matter 
to be examined. In design education especially which is gained at Design studios, questioning the relation between 
education and design by transferring the definition and process of design correctively is necessary. Design is a 
new experience for students. Design education is an education type which is continuously open to development 
and change. It is necessary to properly form the foundation of design education which will adapt developing and 
changing life conditions (Çetinkaya, 2011). Sketching and visually thinking skills should be gained to the student. 
So designers’ visual communication means in which they express abstract and concrete concepts in way to reflect 
their own identities, likes and purposes is mostly possible with sketching.(İslamoğlu, 2012).  Some works include 
superficial, fast produced, unclear creative ideas while others include detailed and clear design ideas. Both are 
necessary for design methods and they are elements that support each other (Silav, 2013). Therefore the purpose 
of Design education is to raise individuals who think individually and critically, have an aesthetic perception, can 
interpret its neighborhood by perceiving it, developed his/her expression power. Students, thanks to design courses 
in design education, learns about unclarity of sketching; that each line crossed has a potential meaning and opens 
to different interprets; concepts such as visualization, analyzing, determination and nourished from them (Adıgüzel 
and others, 2012a). Design action is an action that creativity matters. Developing, interpreting and transferring 
ideas in a paper improve the individual creativity in a sense. What is expected from design education is transferring 
design conceptualization which students will use in their educational and professional life through a variety of 
courses, teaching sketching language to them in order to express themselves. 
 
Sketch in the Design Process  
Sketch, is a draft data occurs through thinking, it is the first stage, it does not represent “the perfect”, it is the 
language among individuals. As for sketch process is the process of making lots of sketches, “freehand drawing”. 
According to İnceoğlu and others, if writing is the means of expression in literature, drawing is the means of 
expression in architect. In this sense, sketching in the architect, interior architect and similar design education is 
important as writing. This process is the preliminary draft of project; a part of design; effective element which 
produce the outcome. In this regard, sketch is the thinking method which gives meaning to the project in the design 
courses. Goldschmidt name this process as sketch dialect. Sketching provide with interprets and new deductions 
of this process to occur (Goldschmidt, 1991). Sketches are dynamic production which can appear in every stage 
of whole design process. It does not stop, develops continuously, and this dynamic act continues in every stage of 
whole process (Yakın, 2012a). Sketch is the best sentence describes the idea, finding the idea through sketch is the 
most important factor of the design process. Spontaneous drawings arise from sketch, it brings the continuity but 
it is not permanent, the solution shows up while the image is becoming clear (Dodsworth, 2011). The principle 
aim of design disciplines which look differently at various subjects and try to find a solution is to achieve the same 
goal. In this context, the objective of Design jobs is to create the design fast and think fast. In order to determine 
the problem and reach out the solution, the ability to make sketches is crucial. Making the problem and its 
definition properly, offering the right solutions make the sketch necessary. Even though some designers limit their 
design process with various criteria, design, indeed, is a process shaping unique for each designer. Sketching is an 
important part of the design process, it shapes with creative actions. Drawing which is a process of thinking and 
interpretations starts with expression of visual image with hands and it improves while disciplined eyes and mind 
evaluate and change the image. Drawing is accepted as whole process or rather as cycle (Hanks, Belliston, 1977). 
In this regard, sketching “freehand drawing” appears as the most effective means of expression, language of 
thinking. 
 
Sketching has an interactive role of unifying the ideas in mind, defined functions and the meaning of drawings; 
finding new forms and adapting them to the design (Edwards, 1979). It is possible to divine sketching studies in 
two groups as “Searching” and “Interpreting”. While the Searching sketches is to find solution to a problem which 
has not discovered yet, Interpreting sketches is to expressing an existing concrete or tangible actions as newly and 
uniquely by filtering it with interpreting (Yakın, 2012b). The result expected from drawing in the design process 
is not the product but its semantic value that is going to show up is important. Therefore, researching, interpreting, 
develop unique design ideas shows that sketching is important indesign process. 
 
Importance of Sketching In the Design Process and Education 
Design education express an entirety with sketching “freehand style”, presentation and application methods and 
there is no matter for distinctive for design jobs. Design is complicated process; designer or project coordinator 
manages this process by using their knowledge, experience and creativity. While making analysis by examining 
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certain parameters such as environmental design, historical process relating to architecture and its neighborhood, 
user needs, functional analysis; concept developing suggestions related to design are offered (Adıgüzel and others, 
2012b). In this context, analysis, synthesis along with sketch drawings contributes to design. In this regard, it is 
possible to examine design education and process like this: 
 
Design Education, 
Design education is type of education in which student gains lots of ideas such as thinking, researching, acquiring 
of knowledge, questioning, and solving problems. Design education namely project courses in disciplines of 
Architect and Interior Architect is a creative process for creating the new. Establishing common working areas 
coordinated together with student in the supervisory of a coordinator, design method and fiction are transferred to 
the student. 
 
Process in Design Education, 
Design education process starts with determining a project subject every midterm, the project is completed with 
end of term jury and in the supervision of coordinator. The student, whose project subject has been decided, 
researches the design he/she wants to introduce with the data she acquired in the process of acquisition information 
through freehand sketching methods. In the Architect and Interior Architect education, the aim of the design 
courses, along with their weight is different from each other, is to raise individuals who defend original ideas, able 
to speak up and interpret their creativities. Type of education differentiates from departments to departments such 
as course content, hour, theory, types of teaching lessons. For Example, while design education is performed with 
computer aided in one department, it can be concluded with computer or hand drawings methods aided by 
sketching. 
 
Presentation in Design Education, 
Design education and reflecting of designer identity to opposite party appear in presentation stage. Observer has 
an idea about person’s creativity while looking his/her presentation. Presentation stage in design education can 
either be with freehand sketch drawings or it can be prepared while having been benefited from computer 
environment. 
 
Another supporter of traditional design methods is today’s computer technology. Computers which are becoming   
a must technology and need of modern age are now turning into commonly used devices at the first and last stage 
of design. However, design first on paper, the first stage of design education, is supported with different drafts. 
Draft drawings which gains clarity are concluded with computer aid in the last stage of design. Today’s 
developments in digital technology has improved, changed and brought the production process of design focused 
jobs to different dimensions. Digital based solutions such as parametric modeling, computational design digital 
design and fabrication, and Building Information Management (BIM) relation with design creation process is being 
started to questioned. For example, a symposium was held at Yale School of Architecture about questioning the 
place of a traditional drawing titled “Is Drawing Dead” in digital age.The status of traditional drawing is examined 
in the digital age.) Keynote speaker Peter Cook mentioned that he is interested less polished version where building 
remains fictional in an honest way rather than computer renderings with perfect images(URL1).  
 
Digital technologies have developed every day and provide designer with ease of use. In design education, it is 
aimed that student learns utilization of computer technology and the whole process from two dimensional drawings 
to rendering. Transferring the ideas mind to a paper or preparing them digitally is interpreted as a mater of choice. 
Whatever the type of means the aim is to provide an embodiment of an idea in the end. The first sketching design 
created with computer in education process is only possible after learning various programs. For the students who 
newly started to design education the place of freehand drawing, in this context, is inevitable for the first 
experiences in design process. Freehand drawing is not a drawing which only capable ones can make and 
perfection is pursued in the end rather an expression means in which tangible ideas embody in order to solve 
problems in design process, and it is a method that can be improved while sparing time on it. By which method 
that the designer will prepare his/her sketching can be improved accordingly his/her choice at next process. In this 
regard, increasing of intellectual quality; being able to make computer aided visual analysis; modeling of created 
or existed designs or environments with computer; being able to review design rules; improving the tendency to 
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gain disappeared cultural values at virtual platform, what is expected from computer aided design, are benefited 
by utilization of them in architect education and application (Tokman, 1998). In this sense, the student who design 
with freehand sketching understands that intellectual quality and design is a thinking power, it is important matter 
to create fast designs with sketching. 

        
Figure 1-2. Frank O Gehry 

 

 
Figure 3-4. Mario Botta                                                                 

 
Conclusion  
Design is an action that affects development of new information and production besides is a process in which 
design action is realized. Therefore, in design education which is a creative process, it is necessary to bring students 
sketching habit of which contribution to creativity can not be ignored from the beginning of design education to 
occupation practices. Sketching is the production first thinking, contributes significantly to making of creative 
designs. It should be taught that sketching is a necessity and basis of the design education especially, in project 
courses. In this sense, it should be shown that design education is a problem solving focused education process in 
which skills such as design, gaining experience, researching, analyzing, synthesizing which are being improved 
with different education methods and suggestions, are being gained. 
 
In this context, suggestions of this study are ; 

 Importance should be given to freehand sketch drawings in the disciplines such as Architect, and Interior 
Architect, 

 Places that encourage creativity should be created in design process, 
 Methods that can reveal student’s own skill, gain him/her individual self confidence should be found out , 
 It should be transferred to the student that sketch drawing is a design thing rather than a necessity, 
 It is necessary to transfer to the student with education that, for creative designs, fast thinking through 

freehand sketching is contributing significantly to transfer the idea to paper. 
 
Consequently, it has been felt that freehand sketch drawing is losing its importance with today's increasing 
computer aided design technology environment. However, although it seems as if sketching losing its importance 
in Design education, freehand sketch drawing is a process attributes meaning to design. Sketch drawing which is 
shown as a traditional method should not lose its value, it should be aimed to gain sketch habit to the student in all 
of the design courses. 
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Abstract: Ground motion effects on a concrete gravity (CG) dam in the earthquake zone should 
be taken into account for design conditions. Boyabat CG dam constructed in Sinop, Turkey, is 
selected as an application. This study presents two-dimensional earthquake response of Boyabat 
CG dam including friction between dam and foundation. The two-dimensional finite element 
model of Boyabat CG dam is obtained using ANSYS finite element software. The unfavorable 
section of the dam is selected for two-dimensional numerical analyses. The contact-target 
element pairs are used in the dam–foundation–reservoir interaction. In this case, friction contact 
is considered in the numerical solutions. Empty and full reservoir cases are also considered in 
these solutions. The hydrodynamic pressure of the reservoir water is modeled with two 
dimensional fluid finite elements based on the Lagrangian approach. In the earthquake analyses, 
the finite element model has fixed boundary conditions. According to linear dynamic analyses, 
maximum horizontal displacements and maximum principle stress components are presented 
by dam height in the largest section. These results are evaluated considering empty and full 
reservoir conditions. 
 
Keywords: Concrete gravity dam, Contact-target elements, Dam-foundation-reservoir 
interaction, Lagrangian approach. 

 
Introduction 
Water has been one of the most important things in human life from first era to now. People always try to live in 
around water resources. Because water is necessary for the continuing of life, so people had to learn how water 
was stored and how water usage was done. In many area, water has vital importance for instance, consumption, 
irrigation, climate and power.  
Dam is one of the most difficult structural construction in civil engineering field because dam has huge potential 
risk in active seismic zones especially. A gravity dam is a massive sized dam fabricated from concrete and designed 
to hold back large volumes of water (Cracking Dams, 2008). By using concrete, the weight of the dam is actually 
able to resist the horizontal thrust of water pushing against it. This is why it is called a gravity dam. Gravity 
essentially holds the dam down to the ground, stopping water from toppling it over. Gravity dams are well suited 
for blocking rivers in wide valleys or narrow gorge ways. Since gravity dams must rely on their own weight to 
hold back water, it is key that they are built on a solid foundation of bedrock. The one advantage of a gravity dam 
is its rather simple design, with most dams being a straight vertical wall across a valley or gorge way. However, 
gravity dams can also be designed curved, as in the Hoover dam. Gravity dams are very durable and still highly 
preferred over buttress dams and arch dams (About Dams, 2008). The one drawback is that gravity dams require 
a large amount of material and construction to build are therefore relatively expensive (Gravity Dams, 2008). 
Therefore, each project should be evaluated on its own. When the conditions allow consideration of a concrete 
gravity dam alternative, the following points can be a plus. The method or scheme of diverting flows around or 
through the dam site during construction is an important consideration to the economy of the dam. A concrete 
gravity dam offers major advantages and potential cost savings by providing the option of diversion through 
alternate construction blocks, and lowers risk and delay if overtopping should occur (USACE, 1995). 
This study showed that linear behavior of the concrete gravity Boyabat dam under Kocaeli earthquake. The change 
of maximum principal stresses and horizontal displacements by dam height were investigated. Numerical analyses 
were performed for empty and full reservoir cases considering fixed boundary conditions. ANSYS software was 
used for dam modeling and all dynamic analysis. The contact-target element pairs are used in the dam–foundation–
reservoir interaction. Besides, friction is considered in the numerical solutions. It is provided by no separation 
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friction case. 
 
Mathematical Model of Boyabat CG Dam 

Boyabat dam, located approximately 10km south-east of Duragan county center, Sinop, was constructed in 2012 
by General Directorate of State Hydraulic Works. It was established on Kızılırmak River. The reservoir is used for 
irrigation and energy purposes. The dam crest is 262 m in length and 8 m wide. The maximum height of the dam 
from base to top crest point is 195 m, respectively. The annual total power generation capacity is 1.500×106 
kWh/year. 

 
Figure 1. Boyabat Dam. 

 
Boyabat concrete gravity dam was modeled in ANSYS software. Finite element model of concrete gravity dam 
was divided to convenient finite element sizes. Finite element mesh was carried out approximately resemble 
measurements for dam model. Finite element model of the dam was given in given Fig. 2.  
 

 
a) Empty reservoir condition  
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b) Full reservoir condition 

 
Figure 2. Finite element model of Boyabat Dam 

 
Firstly, contact-target elements were identified between dam body and foundation. Dam model includes two cases. 
One of these situations is empty reservoir conditions and second one is full reservoir conditions. Linear dynamic 
analysis was done for the both situations. 
 
Material Properties 
The material properties of dam-foundation-reservoir interaction model used in linear analyses given in Table 1. 

 
Table 1: Material properties of Boyabat dam 

 
 Elastic modulus (kN/m2) Poisson ratio (υ) Density (γ) (kN/m3) 

concrete 2.8×107 0.2 2.3955 
foundation 10.5E6 0.17 2.73293 

water 2.07E6 0 0.99918 
 
Lagrangian Approach for Dam -Reservoir -Foundation Interaction  
The formulation of the fluid system based on the Lagrangian approach is presented as following (Wilson and 
Khalvati, 1983). In this approach, fluid is assumed to be linearly compressible, inviscid and irrotational. For a 
general two-dimensional fluid, pressure-volumetric strain relationships can be written in matrix form as follows, 
 
 

 
 (1) 
 
 

 
where P, C11, and εv are the pressures which are equal to mean stresses, the bulk modulus and the volumetric 
strains of the fluid, respectively. Since irrotationality of the fluid is considered like penalty methods (Zienkiewicz 
and Taylor, 1989) rotations and constraint parameters are included in the pressure-volumetric strain equation (Eq. 
(1)) of the fluid. In this equation Pz, is the rotational stress; C22 is the constraint parameter and wz is the rotation 
about the Cartesian axis y and z. 
 
In this study, the equations of motion of the fluid system are obtained using energy principles. Using the finite 
element approximation, the total strain energy of the fluid system may be written as, 
 

ff
T

f2

1
e

π UKU
 (2) 

 






































zw

ε

C0

0C

22

11 v

zP

P

The Online Journal of Science and Technology - April 2017 Volume 7, Issue 2

www.tojsat.net Copyright © The Online Journal of Science and Technology 80



where Uf and Kf are the nodal displacement vector and the stiffness matrix of the fluid system, respectively. Kf is 
obtained by the sum of the stiffness matrices of the fluid elements as follows, 
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where Cf is the elasticity matrix consisting of diagonal terms in Eq. (1) is the strain-displacement matrix of the 
fluid element. 
 
An important behaviour of fluid systems is the ability to displace without a change in volume. For reservoir and 
storage tanks, this movement is known as sloshing waves in which the displacement is in the vertical direction. 
The increase in the potential energy of the system because of the free surface motion can be written as, 
 

 (4) 

 
where Usf and Sf are the vertical nodal displacement vector and the stiffness matrix of the free surface of the fluid 
system, respectively. Sf is obtained by the sum of the stiffness matrices of the free surface fluid elements as follows, 
 













A

edAs
T
sgfρe

f

e
ff

hhS

SS

 (5) 

 
where hs is the vector consisting of interpolation functions of the free surface fluid element. ρf and g are the mass 
density of the fluid and the acceleration due to gravity, respectively. Besides, kinetic energy of the system can be 
written as, 
 

  (6) 

 
 

where U  and Mf are the nodal velocity vector and the mass matrix of the fluid system, respectively. Mf is also 
obtained by the sum of the mass matrices of the fluid elements as follows, 
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where H is the matrix consisting of interpolation functions of the fluid element. If (Eq. (2), (4) and (6)) are 
combined using the Lagrange’s equation (Clough and Penzien, 1993) ; the following set of equations is obtained, 

 (8) 

 

where fU , fU , Uf and Rf are the system stiffness matrix including the free surface stiffness, the nodal 

acceleration and displacement vectors and time-varying nodal force vector for the fluid system, respectively. In 
the formation of the fluid element matrices, reduced integration orders are used.  
 
The equations of motion of the fluid system, (Eq. (8)), have a similar form with those of the structure system. To 
obtain the coupled equations of the fluid-structure system, the determination of the interface condition is required. 
Since the fluid is assumed to be inviscid, only the displacement in the normal direction to the interface is 
continuous at the interface of the system. Assuming that the structure has the positive face and the fluid has the 
negative face, the boundary condition at the fluid-structure interface is, 
 

nUnU  (9) 
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where Un is the normal component of the interface displacement. Using the interface condition, the equation of 
motion of the coupled system to ground motion including damping effects are given by, 
 

ccccccc RUKUCUM  
 (10) 

 
in which Mc, Cc, and Kc are the mass, damping and stiffness matrices for the coupled system, respectively. cU

, 

cU
, Uc and Rc are the vectors of the displacements, velocities, accelerations and external loads of the coupled 

system, respectively (Kartal, 2012). 
 
Kocaeli Earthquake  
 
In this study, 1999 Kocaeli earthquake records were used in all linear dynamic analysis. The earthquake duration 
is 27.185 seconds. The earthquake accelerogram was given in Fig .4. 
 

 
 

Figure 3. 1999 Kocaeli Earthquake records  
 
Results  
The displacements of upstream site of dam were calculated for empty and full reservoir cases. It is clearly seen 
that full reservoir case has higher displacements than empty reservoir case in linear dynamic analysis due to 
hydrodynamic pressure. The maximum displacement in full reservoir case is 3.2 cm and the maximum 
displacement in empty reservoir case is 2.7 cm for the dam. The change of displacements by dam height is given 
in Fig. 4 and 5.  
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Figure 4. Maximum displacements changing           
 

  
 

Figure 5. Minimum displacements changing 
 
We investigated the principal stress changing by dam height under Kocaeli earthquake for linear dynamic analysis. 
It was expected that full reservoir case had higher principal stresses than empty reservoir case because of 
hydrodynamic pressure effect. According to linear dynamic analysis, it was observed that full reservoir case has 
higher principle stresses. The maximum principal stress is 2206.96 kN/m² in empty reservoir condition and 
2904.08 kN/m² in full reservoir condition for the dam. Besides, the maximum compressive stress is 2622.44 kN/m² 
in empty reservoir condition and 2324.98 kN/m² in full reservoir condition for the dam. The change of maximum 
principal stresses and compressive stresses by dam height are given in Fig. 6 and 7. 
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Figure 6. Maximum tensile stresses changing 
 

 
 

Figure 7. Maximum compressive stresses changing 
 

Conclusion 
 
Boyabat CG Dam geometry and the unfavorable section of the dam was examined using finite element model. 
Boyabat dam was modeled as two-dimensional and the material and foundation soil mechanical properties were 
obtained from the experimental data of the dam. After that these materials were identified to dam model by ANSYS 
software. Fixed boundary conditions were defined around dam and foundation. Finally, 1999 Kocaeli earthquake 
was selected for this application due to similar earthquake seismic zones. 
 
In this study, we investigated the effect of strong ground motion on stresses and displacements. In addition to this, 
it was examined that friction, which was identified between dam body-foundation soil, effect on stress for empty 
and full reservoir conditions. It is clearly seen that full reservoir model has larger tensile-compressive stresses and 
displacements than empty reservoir model.  
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Abstract: Textile materials have potential importance for an alternative use on thermal 
insulation as their porous and fibrous structure. In this study, thermal insulation and air 
permeability of multi-layer nonwovens with 120, 180 and 500 g/m2 forming single and double 
layer were investigated. Moreover, thermal insulation and air permeability of triple-layer and 
four-layer nonwovens with the weight of 180 g/m2 were analyzed. It was found that the single 
layer nonwovens give better thermal insulation properties than the multi-layer nonwovens. 
Furthermore, the increase of weight of nonwovens causes to increase in thermal conductivity 
coefficients. According to the air permeability measurements, the results show that the air 
permeability of samples decreases with the increase of weight of samples and number of layer.  
 
Keywords: Nonwoven, Multi-layer, Thermal Conductivity, Air Permeability.  

 
Introduction 
 
It is very important to have thermal insulation on daily and special habitats. The thermal insulation defined as 
absorbing (not reflecting) the thermal energy within the material. The textile materials being fibrous and porous 
have potential applications where thermal insulation is necessary.  
The properties of insulation and absorption of the nonwovens differ by fiber geometry and fiber regularity within 
the texture. It is rather difficult to identify the microstructure of the nonwovens for their complex texture.   
Nonwoven structure contains not only fiber as well as air gaps. Different fiber composition within the nonwovens 
leads to change the total surface area (Seddeg, 2009). The sound absorption properties of  the textiles having 
porous structure (Tascan and Vaughn, 2008; Tascan and Vaughn, 2008; Shoshani and Yakubov, 2000), different 
fiber blends (Nick et al. 2002; Seddeq et al., 2013), stratified composition (Lin et al., 2011; Kucuk and Korkmaz, 
2015), standard and hollow polyester with different weight (Abdelfattah et al., 2011). Furthermore, the effect of 
the acoustic characteristic of nonwovens containing polyester, viscose, glass fiber and basalt fibers on the material 
thickness, weight, air permeability and porosity have been studied (Yang et al., 2001). There are also more studies 
on the effect acoustic properties of jute, polypropylene and polyester containing nonwovens on the bases of weight, 
fabric type, fiber density, number of ply, the distance between the origin of sound and material, and also fiber 
types (Sengupta 2010).  
The energy sources are running out rapidly. This situation, leads activities on especially in developed and other 
countries to take control of their energy needs, and lead them to search for new energy sources. The major part of 
the energy saving is natural thermal energy.  
Nowadays it became common to use thermal insulation materials on habitants in order to reduce the energy 
consumption. There are a number of researches on thermal insulation behavior of waste woven fabrics (Briga-Sa 
et al., 2013), waste wool and regenerated polyester fibers (Patnaik et al., 2015), nonwovens (Woo et al., 1994), 
stratified nonwovens (Mohammadi et al., 2003), the effect of fiber diameter and porosity dimensions (Zhu and Li, 
2003),  nonwovens produced by pinning methods (Saleh, 2011), glass, wool, rook wool and mineral wool (Abdou 
and Budaiwi, 2013).  
In order to use polyester nonwovens is a various applications the behavior of air permeability behavior of the 
weightand pinning density of the polyester viscose blend nonwovens (Zu et al., 2015; Cincik and Koc, 2012), 
theoretical and experimental as well as artificial neural networks of multi-ply nonwovens (Mohammadi et al., 
2002; Debnath et al., 2000), the relations, the pore size effect (Epps and Leonas, 2000), the effect of thermal 
insulation (Debnath and Madhusoothanan, 2010), and also the relations between air permeability and sound 
absorption was studied (Thilagavathi et al., 2010).  
In this study, the thermal insulation and air permeability properties of nonwoven fabrics with different weight were 
investigated. The purpose for chosen nonwovens is for being lightweight materials, making them preferable on 
thermal insulation. In this context, thermal insulation and air permeability of multi-layer nonwovens with 120, 180 
and 500 g/m2 forming single and double layer were investigated. Moreover, thermal insulation and air permeability 
of triple-layer and four-layer nonwovens with the weight of 180 g/m2 were analyzed. The thermal insulation and 
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air permeability properties of samples increase with the decrease of weight and layer numbers of samples.  
 
Materials and Methods 
 
Fabric 

Polyester nonwovens with 45 µm fiber diameter of 120, 180 and 500 g/m2 were used.  

Preparation of Multi-Ply Nonwovens   

From the polyester nonwovens having 120 and 500 g/m2 weight of the prepared samples of single and double 

layer, and 180 g/m2 polyester nonwovens single, double, triple and fourfold samples were prepared.   

Measurements of the Thermal Conductivity Coefficient  

Thermal conductivity coefficients of the samples were evaluated in accordance with TS 4512 Standard (TS EN 
ISO 10534-2) via using P.A.HILTON LTD.H940 instrument. In order to measure thermal conductivity coefficients 
of the samples prepared, the samples with the diameter of 25 mm was primarily experimented. The heat value (Q) 
in watt was determined from the digital screen of the instrument. The measurements of the thickness and area of 
the tested fabrics as well as heat difference between them were replaced in the following equation (Kılıc and Yigit, 
2008). 

ܳ ൌ െ݇. .ܣ
݀ܶ
ݔ݀

 

In this equation, Q is the heat flow (W), A is the surface field (m2), x is the thickness of sample (m), ΔT is the 
temperature difference (K) and k is thermal conductivity coefficient (W/m K). The measurements of thermal 
conductivity coefficient were iterated three times. 

Measurements of the Air Permeability 

The measurements was carried out by using 20 cm2 circular fabric with 100 Pa pressure difference for 1 second 
and the results was expressed in mm/s by taken the average of five different measurement. The test was performed 
according to TS 391 EN ISO 923 (TS 391 EN ISO 9237) test method. 

Results and Discussion 

Results of Thermal Conductivity Coefficient Measurements 

The thermal conductivity coefficient results of the samples with different weights and number of layers are given 
on Figure 1. 
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Figure 1. Thermal conductivity coefficient of samples.  

 
Figure 1 shows that, the increased nonwoven weight increases the thermal conductivity coefficient, as a result of 
increased weight leads to increasing the thickness of the materials. According to the Fourier Law, the increased 
sample thickness and number of layers causes increasing the thermal conductivity coefficient.  
 
The increased number of layers causes increased thickness, and as a result of this leads to increases the thermal 
conductivity coefficient. These results were also correlated with the air permeability of the samples decreases by 
increasing the number of layers and weights. 
 

Results of Air Permeability Measurements 
The air permeability results of the samples with different weights and number of layers are given on Figure 2. 
 
 

 
Figure 2. Air permeability measurements of samples. 
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The air permeability results show that, the increased sample weight decreases the air permeability. This can be 
explained by the weight increasing causing to density decrease. The density increase leads to decrease the air 
permeability. The increased number of layers of the samples causes decrease on air permeability. This can be 
explained by increased number of layers causing increase on the sample thickness. The increased sample thickness 
causes increased air flow distance during the test and this results decrease on air permeability. Besides, the 
increased number of layers leads density increase.   

Conclusion 

In this study, the thermal conductivity coefficient and air permeability of the nonwovens with different weight and 
number of layers was investigated. In this context, the thermal conductivity and air permeability coefficient of 
polyester nonwoven fabrics with 120, 180 and 500 g/m2 weights and also their 2,3 and 4 layers samples was 
investigated. As a result, the increased weight and number of layers of the nonwovens leads to increase on thermal 
conductivity and decrease on air permeability. The prepared nonwovens found very suitable materials as having 
light, cheap, high air permeability and thermal insulation properties.   
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Abstract: The present paper considers all the unit-speed curve segments between two fixed 
points p and q in R3. It obtain a condition for the critical curve of the problem of minimizing 
the energy of the velocity vector field among the family of all curves from p to q. It show that 
the condition can be expressed in terms of the curvature functions.  
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Introduction 
The volume of unit vector fields has been studied by (Gluck and Ziller, 1986, Johnson, 1988, Higuchi, Kay and 
Wood, 2001) among other scientists. They define the volume of unit vector field ܺ  as the volume of the 
submanifold of the unit tangent bundle defined by ܺሺܯሻ. In (Wood, 1997), the energy of a unit vector field on a 
Riemannian manifold ܯ is defined as the energy of the mapping  ܯ:ܺ →  where the unit tangent bundle ,ܯ1ܶ
ܶଵܯ is equipped with the restriction of the Sasaki metric on ܶܯ. 
 
Generally, every geometric problem about curves can be solved using the curves'Frenet vectors field. Therefore, 
in (Altın, 2011), we focus on the curve ܥ  instead of the manifold ܯ . For a given curve ܥ, with a pair of 
parametric unit speeds ሺܫ, ܽ ሻ in a space Rn, on which we take a fixed pointߙ ∈  we denote Frenet frames at the ,ܫ
points ߙሺܽሻ and ߙሺݏሻ by ሼ ଵܸ൫ߙሺܽሻ൯, … , ௥ܸ൫ߙሺܽሻ൯ሽ and ሼ ଵܸሺߙሺݏሻሻ, … , ௥ܸሺߙሺݏሻሻሽ respectively. We calculate the 
energy of the Frenet vectors fields as well as the angle between the vectors ௜ܸ൫ߙሺܽሻ൯ and ௜ܸሺߙሺݏሻሻ, where 1 ൑
݅ ൑  .ܥ We observed that both energy and angle depend on the curvature functions of the curve .ݎ
 
In this paper, we choose two points p and q in R3. We obtain a condition for the critical curve of the problem of 
minimizing the energy of the velocity vector field among the family of all curves from p to q. We also prove that 
this condition can be expressed in terms of the curvature functions. For example the condition is realized for curves 
whose curvature functions is constant. An example is also provided to show that the curvature of the curve is 
linear. 
 
Definition 1.1  A curve segment is the portion of a curve defined in a closed interval, (O’Neill 1966). 
 
Theorem 1.1.(Frenet formulas) If ߙ: ܫ → ܴଷ is a unit speed curve with curvature ߢ ൐ 0 and torsion τ, then 

ܶᇱ ൌ  ,ܰߢ
ܰᇱ ൌ െܶߢ ൅  ,ܤ߬

ᇱܤ ൌ െ߬ܰ 
Where ሼܶ, ܰ,  .ሽ is the Frenet frame on α (O’Neill 1966)ܤ
 
Proposition 1.1 The connection map ܭ: ܶሺܶଵܯሻ → ܶଵܯ verifies the following conditions. 
1ሻ	 ߨ ∘ ܭ ൌ ߨ ∘ ߨ and ߨ݀ ∘ ܭ ൌ ߨ ∘ :෤ߨ ෤,  whereߨ ܶሺܶଵܯሻ → ܶଵܯ is the tangent bundle projection and 
:ߨ ܶଵܯ →  .is the bundle projection ܯ

2) For ߱ ∈ ௫ܶܯ and a section ܯ:ߦ → ܶଵܯ, we have  

ሺ߱ሻ൯ߦ൫݀ܭ                                       ൌ   .ߦఠ׏

Where ׏ is the Levi-Civita covariant derivative (Chacόn , Naveira and Weston,2001). 

Definition 1.2. For ߟଵ,	 ଵߟ ∈ కܶሺܶଵܯሻ define 

                            ݃௦൫ߟଵ,	 ଵ൯ߟ ൌ൏ ,ଵሻߟሺߨ݀ ଶሻߟሺߨ݀ ൐ ൅൏ ,ଵሻߟሺܭ ଶሻߟሺܭ ൐.	      (1) 
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This gives a Riemannian metric on ܶܯ. Recall that ݃௦ is called the Sasaki metric. The metric ݃௦  makes the 
projection ߨ: ܶଵܯ →  .a Riemannian submersion (Chacόn , Naveira and Weston,2001) ܯ

Definition 1.3. The energy of a differentiable map ݂: ሺM,൏,൐ሻ 	 → ሺܰ, ݄ሻ between Riemannian manifolds is 
given	 by 

ሺ݂ሻߝ                      ൌ 	
ଵ

ଶ
׬ ሺ∑ ݄ሺ݂݀ሺ݁௔ሻ, ݂݀ሺ݁௔ሻሻ௡

௔ୀଵ ெߥ       (2) 

 where ߥ is the canonical volume form in ܯ and ሼ݁௔ሽ is a local basis of the tangent space (Chacόn , Naveira and 
Weston,2001 and Wood, 1997). 

A Condition on Minimizing Energy of the Velocity Vector Field of a Curve in R3 

The following theorem characterizes a critical point of the energy of the velocity vector field of a curve in R3 

Theorem 2.1. Let α be unit speed curve in R3 and ߙ(a) = p, α(b) = q. Let us consider the collection of all curves 
segments from p to q in R3 .. If the energy of the velocity vector of α along one segment is less than that along any 
other segment, then the following equation is valid 

׬                                                     ݏሻ݀ݏᇱሺߢሻݏሺߢሻݏሺߣ ൌ 0
௕
௔

          (3)  

where κ is the curvature function and λ is the real-valued function n [a, b]. 
 
Proof. Let ߙ: ܫ → ܴଷ be a unit speed curve in R3 and [a, b]⊂ I, α(a)= p, α(b) = q. There exists a real-valued 
function λ on [a, b], λ(s)=(s-a)(b-s), λ(a)=λ(b)=0 and λ(s)് 0 for all s∈(a, b). Let {T, N, B} be the Frenet frame 
field on α and 
 
ሻݏሻܶሺݏሺߣ                         ൌ ൫ݒଵሺݏሻ, ,ሻݏଶሺݒ 	 	,ሻ൯ݏଷሺݒ 	 	 	 :௜ݒ ሾܽ. ܾሿ → ܴ.   (4) 
 
Let the collection of curves be 
 
             	 ሻݏ௞ሺߙ ൌ ൫ߙଵሺݏሻ൅݇	 ,ሻݏଵሺݒ 	ሻ൅݇ݏଶሺߙ ,ሻݏଶሺݒ 	 	ሻ൅݇ݏଷሺߙ  ሻ൯ for sufficiently small k. (5)ݏଷሺݒ
 
For k=0, ߙ଴(s)=α(s) and  λ(a)=λ(b)=0, we have ݒ௜(a)=	 	. ௜(b)=0ݒ 1 ൑ ݅ ൑ 3 and 	 	 ௞ሺܽሻߙ ൌ ,݌ 	 ௞ሺܾሻߙ ൌ  .ݍ
These results show that 	   .௞ is the curve segment from p to qߙ
 
Assume this collection 	 ሻݏ௞ሺߙ ൌα(s, k) for all curves. The expression for the energy of the vector field ௞ܶ of 
	 )ࣟ ௞ from p to q becomesߙ ௞ܶ). 
 
Now, let ܶܥ௞ be the tangent bundle. So we have ௞ܶ: ௞ܥ → ௞ܥܶ ௞, whereܥܶ ൌ∪௧∈ூ ܶఈೖሺ௧ሻܥ௞, ܥ௞ ൌ 	  ሻ andܫ௞ሺߙ

ܶఈೖሺ௧ሻܥ௞  denotes generated by ௞ܶ.  Let ߨ:	 ௞ܥܶ → ௞ܥ  be the bundle projection. By using equation (2) we 

calculate the energy of ௞ܶ as  
 

                       ࣟሺ ௞ܶሻ ൌ
ଵ

ଶ
	 ׬ ݃ௌሺ݀

௕
௔ ௞ܶሺ ௞ܶሺߙሺݏ, ݇ሻሻ, ݀ ௞ܶሺ ௞ܶ൫ߙሺݏ, ݇ሻ൯ሻ݀(6)    ݏ 

 
where ds  is the differential arc length. From (1) we have 
 
݃ௌሺ݀ ௞ܶሺ ௞ܶሻ, ݀ ௞ܶሺ ௞ܶሻ)=	 ൏ 	ሺߨ݀ ݀ ௞ܶሺ ௞ܶሻሻ, 	ሺߨ݀ ݀ ௞ܶሺ ௞ܶሻሻ ൐ ൅൏ ሺ݀ܭ ௞ܶሺ ௞ܶሻሻ, ሺ݀ܭ ௞ܶሺ ௞ܶሻ ൐. 
 
Since ௞ܶ is a section, we have ݀ሺߨሻ ∘ ݀ሺ ௞ܶሻ ൌ ݀ሺߨ ∘ ௞ܶሻ ൌ ݀൫݅݀஼ೖ൯ ൌ ்݅݀஼ೖ. By Proposition 1.1, we also have 
that 
 

൫݀ܭ                           ௞ܶሺ ௞ܶሻ൯ ൌ ೖ்׏ ௞ܶ ൌ ௞ܶ
ᇱ ൌ

డ்ೖ
డ௦

, 

giving 
 
                      ݃ௌሺ݀ ௞ܶሺ ௞ܶሻ, ݀ ௞ܶሺ ௞ܶሻ) =	 ൏ ௞ܶ, ௞ܶ ൐+ ൏ ܶ′௞, ܶ′௞ ൐. 
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Using these results in (6) we get 
                          

                           ࣟሺ ௞ܶሻ ൌ
ଵ

ଶ
	 ׬ ሺ൏ ௞ܶ, ௞ܶ ൐ ൅	 ൏ ܶᇱ௞, ܶᇱ௞ ൐ሻ݀ݏ

௕
௔      (7) 

 

Where ௞ܶ ൌ
ଵ

௪ሺ௦,௞ሻ

ௗఈ

డ௦
(s, k); ݓሺݏ, ݇ሻ ൌ ට൏

ௗఈ

డ௦
ሺs, kሻ,

ௗఈ

డ௦
ሺs, kሻ ൐, Suppose that ࣟሺ ௞ܶሻ is such a minimized 

energy for any "k"  α(s, k)  with α(s,0)=α(s).  We calculate  
డࣟሺ்ೖሻ

డ௞
  and evaluate at k=0. If  ࣟሺ ௞ܶሻ  is a 

minimizing energy, then k=0 should be a critical point of ࣟሺ ௞ܶሻ. Supposing that  
డࣟሺ்ೖሻ

డ௞
|௞ୀ଴	 = 

డࣟሺ బ்ሻ

డ௞
	 = 0, 

from (7) we obtain: 
 
డࣟሺ்ೖሻ

డ௞
ൌ

డ

డ௞
	 [	

ଵ

ଶ
	 ׬ ሺ൏ ௞ܶ, ௞ܶ ൐ ൅	 ൏ ܶᇱ௞, ܶᇱ௞ ൐ሻ݀ݏ

௕
௔ ሿ ൌ 	

ଵ

ଶ
	 ׬

డ

డ௞
	 ሾ൏ ௞ܶ, ௞ܶ ൐ ൅	 ൏

డ்ೖ
డ௦
,
డ்ೖ
డ௦

൐ሿ݀ݏ
௕
௔ . 

 

Since ൏ ௞ܶ, ௞ܶ ൐	 ൌ 1 we have 
డ

డ௞
	 ൏ ௞ܶ, ௞ܶ ൐ൌ 0 and we get 

 

                     
డࣟሺ்ೖሻ

డ௞
ൌ 	

ଵ

ଶ
	 ׬

డ

డ௞
	 ൏

డ்ೖ
డ௦
,
డ்ೖ
డ௦

൐ ݏ݀ ൌ
௕
௔ 	 	 ׬ ሺ൏

డమ்ೖ
డ௦డ௞

,
డ்ೖ
డ௦

൐ ݏ݀
௕
௔ .   (8) 

We can write 
 

                      
డ

డ௦
൏

డ்ೖ
డ௞

,
డ்ೖ
డ௦

൐	 ൌ ൏
డమ்ೖ
డ௦డ௞

,
డ்ೖ
డ௦

൐ 	 ൅	 ൏
డ்ೖ
డ௞

,
డమ்ೖ
డ௦మ

 ൐. 

 
Thus, we can deduce, 
 

                      ൏
డమ்ೖ
డ௦డ௞

,
డ்ೖ
డ௦

൐	 ൌ 	
డ

డ௦
൏

డ்ೖ
డ௞
,
డ்ೖ
డ௦

൐ െ	 ൏
డ்ೖ
డ௞

,
డమ்ೖ
డ௦మ

 ൐.     (9) 

 
Substituting (9) in (8), for, k=0, 
 

                 
డࣟሺ బ்ሻ

డ௞
ൌ ׬ ሾ

డ

డ௦
൏

డ்ೖ
డ௞
ሺݏ, 0ሻ,

డ்ೖ
డ௦
ሺݏ, 0ሻ ൐ െ	 ൏

డ்ೖ
డ௞

ሺݏ, 0ሻ,	 	 	
డమ்ೖ
డ௦మ

ሺݏ, 0ሻ 	 ൐ሿ
௕
௔ ds 

and 
 

                 
డࣟሺ బ்ሻ

డ௞
ൌ൏

డ்ೖ
డ௞

ሺݏ, 0ሻ,
డ்ೖ
డ௦
ሺݏ, 0ሻ ൐ |௔௕ ׬ -  	 ൏

డ்ೖ
డ௞
ሺݏ, 0ሻ,	 	 	

డమ்ೖ
డ௦మ

ሺݏ, 0ሻ 	 ൐
௕
௔ ds  (10) 

 
From (4) and (5), we obtain, 
 

                               
డఈ

డ௞
(s, k)=λ(s)	 ௞ܶ(s)      (11) 

and 

                               
డఈ

డ௞
(s, 0)=	 	=ሻݏᇱሺߙ ௞ܶ(s, 0)     (12) 

 
Now we calculate the partial derivatives of (12) with respect to s and k; using Frenet formulas, we get 
 

                             
డ்ೖ
డ௦
ሺݏ, 0ሻ ൌ

డమఈ

డ௦మ
ሺݏ, 0ሻ ൌ ሻݏᇱᇱሺߙ ൌ ܶ′(s)=ߢሺݏሻܰሺݏሻ   (13) 

and 
 

                             
డ்ೖ
డ௞
ሺݏ, ݇ሻ ൌ 	

డమఈ

డ௦డ௞
(s, k)=	

డమఈ

డ௞డ௦
(s, k). 

From (11), we have 

                            	
డ்ೖ
డ௞
ሺݏ, ݇ሻ|௞ୀ଴ ൌ 	

డ்

డ௞
ሺݏ, 0ሻ ൌ ሻݏሻܶሺݏᇱሺߣ ൅  ሻ.  (14)ݏሻܰሺݏሺߢሻݏሺߣ

 
It follows from (13) and (14) that 

൏
߲ ௞ܶ

߲݇
ሺݏ, 0ሻ,	 	 	

߲ ௞ܶ

ݏ߲
ሺݏ, 0ሻ ൐	 ൌ 	.ሻݏଶሺߢሻݏሺߣ  

 
Considering the candidate function ߣሺܽሻ ൌ ሺܾሻߣ ൌ 0, we get: 
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                          ൏
డ்ೖ
డ௞

ሺݏ, 0ሻ,	 	 	
డ்ೖ
డ௦
ሺݏ, 0ሻ ൐ |௔௕ ൌ 	 ଶሺܾሻߢሺܾሻߣ െ  ଶሺܽሻ=0 (15)ߢሺܽሻߣ

From (13), we get 

                           
డమ்ೖ
డ௦మ

ሺݏ, 0ሻ ൌ െߢଶሺݏሻܶሺݏሻ ൅ ሻݏሻܰሺݏᇱሺߢ ൅  ሻ  (16)ݏሺܤሻݏሻ߬ሺݏሺߢ

 
Therefore, (14) and (16) gives 
 

൏
డ்ೖ
డ௞

ሺݏ, 0ሻ, 
డమ்ೖ
డ௦మ

ሺݏ, 0ሻ ൐	 ൌ െߣᇱሺݏሻߢଶሺݏሻ ൅ ሻݏᇱሺߢሻݏሺߢሻݏሺߣ ൌ ሾെߣሺݏሻߢଶሺݏሻሿᇱ ൅  ሻ. (17)ݏᇱሺߢሻݏሺߢሻݏሺߣ3

 
Substituting (15) and (17) in (10), yields 
 

                           
డࣟሺ்ೖሻ

డ௞
|௞ୀ଴	 = 

డࣟሺ బ்ሻ

డ௞
ൌ െ׬ ሺ

௕
௔
ሾെߣሺݏሻߢଶሺݏሻሿᇱ ൅  0=ݏሻሻ݀ݏᇱሺߢሻݏሺߢሻݏሺߣ3

and 

                           
డࣟሺ బ்ሻ

డ௞
ൌ ሾെ	 ሻሿ|௔௕ݏଶሺߢሻݏሺߣ െ ׬3 ݏሻ݀ݏᇱሺߢሻݏሺߢሻݏሺߣ

௕
௔ =0 

 
We are looking the candidate function	 ሺܽሻߣ ൌ ሺܾሻߣ ൌ 0, which given ሾെߣሺݏሻߢଶሺݏሻሿ|௔௕ ൌ 0 and 
 

                            
డࣟሺ బ்ሻ

డ௞
ൌ െ3׬ ݏሻ݀ݏᇱሺߢሻݏሺߢሻݏሺߣ

௕
௔ =0. 

 
This completes the proof of the theorem. Any path that minimizes the energy function ࣟሺ ௞ܶሻ	 must satisfy 
equation (3). Note that the condition is necessary, but not sufficient; not every function that satisfies (3) will 
produce minimal energy. If α is geodesic then it will satisfy equation (3). The following is provided as an example. 
This 
example will also demonstrate that the curvature of the curve is linear, given the aforementioned conditions. 
 
Example. Let ߙ: ܫ → ܴଷ,  [0,1]⊂ I, α(0)= p, α(1) = q. If we can choose ߣ: ሾ0, 1ሿ → ܴ, λ(s)=s(1-s), λ(0)=0, 
λ(1)=0 and  λ(s)് 0 for all s∈(0, 1). Let the curvature function of α be ߢሺݏሻ ൌ ݏܿ ൅ ݀	 where c and d are real 
numbers. Using equation (3), we have 
 

߲ࣟሺ ଴ܶሻ

߲݇
ൌ නߣሺݏሻߢሺݏሻߢᇱሺݏሻ݀ݏ

ଵ

଴

ൌ ܿሺܿ ൅ 2݀ሻ ൌ 0. 

If  c=0  then κ constant, or c=-2d. 
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Abstract: In literature, some existing studies suggested different proposed approaches that 
interrupt temporary link/server access. Also, in order to find implications in terms of 
performance degradation, analytical models are used, as well as failures of the servers. Unlike 
previous studies, the failures of the servers are considered together with link/server 
interruptions for renewals. In this study, the authors mainly focused to develop a new 
framework for the existing authentication protocols by considering them in an unusual fashion. 
The performance degradations that may be caused by service interruptions are discussed with 
a new framework to model the interactions between the network and the authentication servers.  
 
Keywords: Kerberos variance, Quality of Service, Performability modelling, Queueing 
analysis 

 
Introduction 
Last three decades use of networked computer system has been increased and become popular. Communication 
and distribution of large, confidential and classified information are also available electronically, which requires 
challenge to protect system, data as well as resources. The configuration of the system plays an important role in 
privacy and data integrity that affects the performance of the underlying networks. The system considered should 
have the ability to perform sufficient and legitimate access to resources, while considering the applied security 
resources.  
 
Network authentication is one of the vital methods for network and information security communications. 
Kerberos which is based on Needham-Schroder Authentication Protocol (Needham1978) commonly used for this 
purpose. As stated in literature, Kerberos architecture is divided into two core elements Key Distribution Centre 
(KDC) and Ticket Granting Service (TGS) (Brennen2004). The KDC stores authentication information and uses 
it to securely authenticate users and services while TGS holds digital tickets to identify the network clients and 
servers. If an attacker can gain administrative access to the KDC, he would have access to the complete resources 
of the Kerberos realm. A masquerading TGS (any client) can impersonate the TGS of the network (Kirsal2007b). 
In addition, Kerberos exhibits some other vulnerabilities widely reported in the literature (Brennen2004). 
 
The design of the proposed protocol, combines the properties of Kerberos and Key-Exchange protocols together, 
which was considered in developing a specific authentication protocol as part of a previously proposed framework 
(Kirsal2007a). This combined approach had been proposed to shut down external access to an enterprise network 
for a period of time to enable the distribution of randomly generated keys (Kirsal2007b), (Schneider1998). In 
research (Kirsal2007b), while authentication protocol was designed, intruder is modelled as well. While the 
protocol was modelled, renewing keys at various intervals was considered, in order to block potential intruders. 
Although the intruder had been given the power to attack, the protocol was successful in preventing replay attacks 
(Kirsal2007b), (Kirsal2008). Security protocols in distributed systems are time-sensitive. That is to say if time of 
decrypting messages are increased, intruders could be blocked and prevented. In (Kirsal2008), a new protocol is 
proposed based on the use of timestamps to delay decryption by potential intruders. Considering the key 
distribution, external network access is restricted for short time intervals (Kirsal2007b), and (Kirsal2008). This 
affects the performance of the network. For this purpose, an analytical model has been developed to evaluate the 
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performability of the proposed approach (Kirsal2007b). While key distribution times depend on network 
characteristics such as size, and speed, the intervals between key renewals can be determined by the mean values 
of decryption times. 
  
Related Works 
In this section, frequent key renewal protocol, challenges of quality of service, and performability modelling for 
security protocols will be explain in detail.  
 
Frequent Key Renewal Protocol 
 
As stated in (Kirsal-Ever2013) the proposed protocol is based on frequent key renewal under pseudo conditions. 
the proposed approach was shutting-down external access to an enterprise network for a period of 140 seconds, to 
enable the distribution of randomly generated keys to users in a relatively secure way. Details are given in (Kirsal-
Ever2013). 
 
Quality of Service Challenges 
 
Quality of Service (QoS) refers to the ability of a network to provide better, more predictable service. It is referred 
as selected network traffic over various underlying technologies, specifically wireless and mobile networks 
(Lowe1996), (Saravanan2006), (Song2005). Last two decades wireless and mobile networks have gained 
widespread popularity mainly because of their low cost and relatively high data rates. In this circumstances, issues 
with QoS becomes extremely important. In recent years, within the use of a wireless communication system, 
seamless time sensitive movement of audio and video are demanded by enterprises and users. However, 
interruptions may be caused because of implemented security mechanisms, which can cause degradation of 
performance for the traffic.  
 
In addition, as stated in (Hua2004), interruptions in wireless and mobile systems cause the packet loss, latency, 
congestion and jitter, which are important QoS challenges. Latency is the time delay occurred in speech by the 
end-to-end user communication system. The lower the latency, the better the QoS (Balsamo2003), (Baghaei2004). 
In order to increase QoS in terms of packet losses, less interruptions, dedicated bandwidth and controlled jitter 
should be improved. Researches on good QoS showed that greater levels of interruption introduce more delay and 
require lower network latency (Lowe1996), (Hua2004).  
 
The major constraint is end-to-end interruption. It requires the delay to be reduced through a packet network. To 
support traffic reliably and enhance the QoS in WLAN, a network must therefore be able to provide packet 
forwarding latency, jitter, guaranteed network bandwidth and capacity for communication during periods of 
network congestion (Kirsal-Ever2013).  
 
Necessity of Modelling Security Protocols for Performability Modelling 
 
Implemented security mechanisms in wireless communication systems are one of the main reason of service 
interruptions (Ever2009). The wireless variants of existing protocols may prefer to shut the communication while 
the critical key exchange processes are taking place. That would introduce significant delays, and increased number 
of request awaiting for authentication.  
 
System or server interruptions depend on the system’s nature and can have different impacts on the system 
performance. The system may not support the ongoing process or the packet efficiently due to the interruptions 
hence performance may degrade. In order to overcome this problem, availability and performance of the system 
should be considered together (Jiang2005).  In (Trivedi1994) a unified performability and reliability analysis by 
using Markov Reward model (MRM) is presented. In (Kirsal-Ever2013) existing performability evaluation 
methods are considered for evaluation of security mechanisms from a performance point of view. A new 
framework has also been discussed for modelling the interactions between the network and the authentication 
servers. 
 
Framework 
 
The arrivals of jobs are assumed to be independent and follow Poisson distribution with rate λ. The service times 
of jobs are distributed exponentially with mean 1/µ. The Kerberos server considered can serve jobs only during its 
operative periods, which means that the key distribution is being taken place (the system is not shut) and the server 
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is active during this process. The Kerberos server may suffer from failures and inter failure times are distributed 
exponentially with mean 1/ξ. At the end of this period, the server breaks down and requires an exponentially 
distributed repair time with mean 1/η. The distribution of time intervals between shutdowns are assumed to be 
exponentially distributed with given mean value 1/δ. When the system is shut, the server does not provide service 
to incoming request for an exponentially key distribution time which is given by 1/φ. This system can be modelled 
as follows: 

 
Figure 1. State diagram for availability of standalone Kerberos authentication server 
 
The state (0, 0) denotes the event that the system is shut and the server is broken. In the state (0, 1) the server is 
not broken and the system is shut.  Finally, the state (1, 1) represents the state where the server becomes operative 
since the system is not shut and the server is active. In case the server is broken in this stage, there is a direct 
transition from state (1, 1) to the state (0, 0). Therefore, it is assumed that the system is shut and key distribution 
does not take place while the server is nonfunctional.  

 
Figure 2. The state transition diagram for the performance and availability model of the system 
 
The system state can be represented by (i, j, k) where i is the system status, j is the number of active server and k 
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is the number of jobs in the system. Please note that i and j can be maximum 1 since there is only one server 
considered for the proposed model.  Therefore, in Figure 2, as long as jobs keep on arriving to the system, the 
system state changes one state upward until it reaches maximum number of jobs (L) in the system.  The upward 
transition further than the state (i, j, k) is not possible since the jobs are blocked because of the limitation of L, 
where k ≤ L. There is forward lateral transition from state (i, j, k) to the state (i, j+1, k) when the server is repaired.  
Once the system generates key, there is also forward transition from the state (i, j, k) to the state (i+1, j, k). There 
are two possible backward lateral transition from the state (i+1, j+1, k) to the state (i+1,j,k) and (i, j, k),  when the 
system is shut and the server is broken respectively. Another backward lateral transition can be possible from the 
sate (i, j+1, k) to the state (i, j, k) in case the server is broken. Finally, when the server is operative, one job is 
served with a downward transition from the state (i+1, j+1, k+1) to (i+1, j+1, k).    
 
The two dimensional process considered in (Kirsal-Ever2013) can be used for the Spectral Expansion solution 
method with the matrices A, B and also C as given below. Please note that the matrix A represents the lateral, the 
matrix B upward and also the matrix C downward transitions. 
 

A = Aj =  ൥
0 ߟ 0
ߦ 0 ߮
ߦ ߜ 0

൩            B = Bj =  ൥
ߣ 0 0
0 ߣ 0
0 0 ߣ

൩          C0 =(0), C = Cj =  ൥
0 0 0
0 0 0
0 0 ߤ

൩ 

Conclusions and Future Work 
 
This paper is concerned with a modelling approach for performability evaluation of Kerberos servers which 
dynamically renew keys under pseudo-secure conditions as well as security variants over Kerberos authentication 
protocol as an example to service interruptions in wireless communication systems. As stated earlier, during key 
distribution, external access to the network is not allowed. The access restrictions happen for short intervals 
(Kirsal2007), (Kirsal2008). However, any link shut-down costs the network in terms of performance degradation. 
Therefore, it is essential to evaluate the impact of the proposed approach on system performance. The proposed 
approach in (Ever2009) also involves temporary interruption to link/server access where it has implications in 
terms of QoS degradation. Discussions on performance and availability evaluation of some security measures are 
provided.  
 
Hence in order to enhanced QoS, the existing performance and availability modelling techniques used in the 
literature can be adapted to modelling of various security protocols considering the server behaviour as well as the 
characteristics of the networks. In order to evaluate the cost in terms of the degradation of system performance, an 
analytical method is used. Unlike the previous studies, the server failures are considered as well. Therefore, the 
approach presented in this study provides more realistic performability measures. 
 
The model developed is highly flexible and it can be used for systems with various failure, repair, and renewal 
times and times between interruptions. The method can be extended for multiple Kerberos servers and for systems 
with backup servers especially for the KDC. 
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Abstract: This paper proposes a Hybrid Strategic Decision Support System (H-SDSS) 
for colleges’ enrollment capacity planning. Three hybrid subsystems are combined for 
executing the task of decision making processes. The system includes students’ track 
specified model, colleges’ enrollment model and students’ capacity forecast model. 
Data mining knowledge based rules and goal programming based methods are used 
for building the system. This H-SDSS is expected to help university decision makers 
for solving problems related to strategic decisions for enhancing university students’ 
admission and enrollment capacity planning to satisfy future of higher educational 
demands as well as labor market needs. 
 
Keywords: Strategic Decision, DSS, Goal programming, knowledge base rule, Data mining. 

 
Introduction 
DSS is an interactive computer-based system intended to help decision makers use communications technologies, 
data and documents, knowledge and models to identify and solve problems, to complete decision process tasks, 
and to make decisions. DSS enhances a person and group’s ability to make decisions. DSS can be differentiated 
by the level of decision (Gutierrez, 2008): Strategic where the decision can be taken for two to five years, Tactical; 
where a decision can be taken within a few months up to two years, Operational; where a decision can be dealt 
within a few days or a few months, and Dispatching; where a decision can be taken just for some hours. 
Standalone DSSs are limited performance and lacks efficiency specially with the fast growing in developed 
technology. The Hybrid DSS can solve these problems and improve the overall system performance. Hybrid DSS 
has been used in many specific areas and application such as medical care (Berner, 2009), finance (Kotsiantis, 
2006), and architecture (Simmons, 2008).  However, the literature did not cover well the HDSS in the area of 
Higher Education Management. The work proposed in this paper suggested a novel design and implementation 
for a hybrid strategies DSS. The architecture combines data mining approaches (Han & Kamber, 2006) as well as 
goal programming (Orumie & Ebong, 2014). This is expected to satisfy Higher Education institutions’ decision 
makers for solving problems related to students’ college admission and enrollment effectively and improving 
universities of achieving their goals for getting optimal capacity that satisfying their future needs. 
Most of previous work are based on using single model DSS, and this lacks flexibility, adaptability, and capability. 
This paper introduces a novel H-SDSS based hybrid subsystem and integrated models for design and 
implementation for Colleges Enrollment Capacity Planning. The rest of the paper explains the following sections:  
literature survey, the architecture of the proposed H-SDSS system, the applied case study data resources and 
system implementation, the H-SDSS system results, and the conclusions, respectively. 
 
Literature Survey  
DSSs vary greatly in application and complexity, but they all share specific features.  A typical DSS has four 
components (Power, 2008): data management, model management, knowledge management and user interface 
management. Decision making in a complex, dynamically changing environment is a difficult task that requires 
new techniques of computational intelligence for building adaptive, hybrid intelligent decision support systems 
(HIDSS). These hybrid systems combine several of Knowledge-Based Systems into one system (Kendal & Creen, 
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2007). They achieve this combination either in a loose coupling, e.g. different modules in the same system use 
different methods, or in a tight coupling - methods are mixed at a low level, e.g. fuzzy neural networks or fully 
integrated systems. These are the most promising among standalone DSS. Since, they integrate the advantages of 
all the methods combined, e.g. dealing with both data and expert rules, using both statistical formulas and heuristics 
or hints. 
Authors (Fong & etal, 2009) proposed a hybrid model of neural network and decision tree classifier that predicts 
the likelihood of which university a student may enter, by analyzing his academic merits, background and the 
university admission criteria from that of historical records. Authors (Kasabov & etal, 2016) proposed hybrid 
intelligent decision support systems and applications for risk analysis and discovery of evolving economic clusters 
in Europe. Authors (Chen & etal, 2012) proposed a hybrid DSS combining several data mining techniques using 
an improved weighted majority voting scheme (iWMV). Authors (Mansoul & etal, 2013) proposed a hybrid DSS 
for application on Healthcare. They used an approach based on using a multi-criteria decision guided by a case-
based reasoning (CBR) approach. Authors (Balakrishnan & etal, 2013) developed A hybrid predictive system for 
retinopathy. They used data mining and case based reasoning (CBR). C5.0 was used to produce the decision tree 
whereas k-nearest neighbor and Hamming distance algorithms were used to select the three most similar cases for 
every new case entered into the system. 
In this paper, it is proposed to use goal programming method for managing the integrated models subsystem, and 
using data mining knowledge based for managing the data driven subsystem. Goal programming (GP) is a branch 
of multi-objective optimization, which in turn is a branch of multi-criteria decision analysis (MCDA). GP is used 
to perform three types of analysis (Inflibnet , 2016): (1) Determine the required resources to achieve a desired set 
of objectives, (2) Determine the degree of attainment of the goals with the available resources, (3) Providing the 
best satisfying solution under a varying amount of resources and priorities of the goals.  Data Mining (DM) is the 
process of collecting, searching through, and analyzing a large amount of data in a database, as to discover patterns 
or relationships (Han & Kamber, 2006). The most commonly DM methods used in this paper including: student’s 
classification, clustering based on association discovery rules. 
 
Materials and Methods 
Figure 1 shows the components of the hybrid SDSS system proposed. The model management subsystem works 
as model driven based DSS, and it includes three integrated models: (1) Tracks Specified model (TSM), (2) 
Colleges Enrollment Model (CEM) and (3) Capacity Forecast Model (CFM) as explained in details in next 
sections. The Data Management subsystem works as data driven based DSS. The Knowledge-Base Management 
Subsystem can support any of these subsystems. It provides intelligence to augment the decision maker’s own. It 
can be interconnected with the organization’s knowledge repository Organizational Knowledge Base. Knowledge 
can be provided via web servers. Many artificial intelligence methods have been implemented in web development 
systems which are easy to integrate into the other DSS components as explained in next sections. 
 
User Interface 
The User Interface Subsystem allows the interaction between the computer and the decision maker. It is used by 
the user; is part of system; to communicate with and commands the DSS. The web browser provides a familiar 
and consistent Graphical User Interface (GUI) structure for most DSS.  The decision maker; user or manager; can 
be an individual or a group, depending on who is responsible for the decision, and provides the human intellect. 
An intermediary allows a manager to benefit form a DSS. For example: University staff assistants have specialized 
knowledge about management problems and some experience with decision support technology.  Expert tool users 
perform tasks that the problem solver does not have the skill or training to perform. University business analysts 
have a knowledge of the application area, a formal business administration education and considerable skill in 
using DSS construction tools. Facilitators control and coordinate the use of software to support the work of people 
working in groups, and are also responsible for the conduct of workgroups sessions. 
 
The Data Management Subsystem (DMS) 
It is connected to several internal and external databases for retrieving the necessarily data required. Five databases 
are dealt with as shown in Figure 1. (1) Web portal university database is used for retrieving students admitted 
data such as age, ID, nationality and GPA. (2) The university DB it is used for retrieving the preparatory rules, as 
explained in (Ragab & etal, 2014). (3) The graduated history DB which help for forecasting, as explained next. (4) 
The colleges DB used for retrieving enrollment criteria rules explained in (Ragab & etal, 2014). (5) Ministry of 
higher education DB is used   for retrieving the key performance indicators (KPIs) according to future suggested 
plans that have to be satisfied.  
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Figure 1. The architecture of the proposed SDSS. 

The data Management Subsystem is implemented using data mining (DM) knowledge base rules as explained in 
(Ragab & etal, 2014). Where, C4.5, PART and Random Forest algorithms gave the highest performance and 
accuracy with lowest errors. Based on these results, the C4.5 algorithm is used in the implementation. Figure-2 
shows a simplified diagram followed for implementing C4.5. A significant cleaning and transformation phase 
needs to take place so as to prepare the information for DM algorithm. The data we use to construct our DMS 
subsystem is based on Knowledge Discovery Association Rules. Web usage mining performs mining on student’s 
web data, particularly data stored in logs managed by the web servers. The web log provides a raw trace of the 
students’ navigation and activities on the site. In order to process these log entries and extract valuable patterns 
that could be used to enhance DMS subsystem and help in system evaluation.  
 

 

Figure 2. The C4.5 DM algorithm processing steps for implementing DMS. 

The Model Management Subsystem (MMS) 
It is implemented based on goal programming mathematical model explained in (El-Quliti & etal, 2016). The 
MMS is consists of three integrated models as follows:  
 

(A) Tracks Specified Model (TSM)  
The TSM is used for sorting the preparatory year tracks recommended for fresh students. It contains a sorter and 
a filter. The sorter used to sort students to several university study tracks available with 60% for Science tracks 
and 40% for Art tracks. The filter is used to re-arrange students onto two categories. Students who passed all 
courses successfully will go to college model to be enrolled to suitable colleges. Students who failed in any course 
are rejected and postponed for services when they are succeeded. The track model executes its’ tasks based on the 
goal programming constrains shown in Table (1) and in the mathematical formulas shown in Appendix-Part (ii). 
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(B) Colleges Enrollment Model (CEM) 
The standard criteria that govern college allocation are based on fulfilling the following four criteria: (1) Success 
of all preparatory year courses. (2) Minimum score of college prerequisite courses must be satisfied. (3) Weighted 
Relative Rate must be satisfied. And (4) College capacity must be valid. The CEM contains two internal 
components; a Classifier and Allocator, respectively. The classifier categorizes students according to their gender 
and their qualifications. The allocator services students who succeeded in all preparatory year courses and enrolls 
students into colleges fairly according to the GPA and prerequisite qualified courses stated by specialized colleges. 
The CEM carries out these tasks based on the goal programming constrains shown in Table (2) and in the 
Appendix-Part (iii).   
 

(C) Capacity Forecast Model (CFM) 
The CFM uses goal programming formulas shown in the appendix to predict the future capacity expected for next 
upcoming years. For the proposed SDSS forecast purposes, the following goal attributes has been taken into 
consideration. 
1. Annual growth rate for enrolled students. 
2. Percentage of the total number of students enrolled in science and engineering programs. 
3. Percentage of total enrollment in higher education regardless of age, to the total population in the age group of 

18-23 years. 
4. Accepted percentage in higher education from high school graduates. 
5. Percentage of the total number of students in each discipline of education to the total faculty members. 
6. Percentage of the total number of girls to the total number of boys in higher education. 
7. Not violating the available resources. 
8. Annual growth rate for graduated students. 
9. Ratio of graduated students to those enrolled 5 years ago.  
Relevant parameters and data for the model related to the applied case study explained in next section. 
  
H-SDSS Case Study Data Specifications 
Trusted sources of our applied case study input data included the following: (1) the Kingdom of Saudi Arabia 
(KSA) Ministry of Education Ninth Development Plan (2010-2014) that adopts the drive towards a knowledge 
based economy through focusing on human development and education (MHE, 2009, 2016). The main challenges 
of education are improving enrolment rates, reducing dropout rates at all levels of education, and enabling 
education to meet the demand of labor market. (2) The twenty-five-year plan (AAFAQ) for KSA Higher Education 
Development (MHE, 2016). (3) The statistical KSA universities data from the web during years 2004-2015 (ISD, 
2014 & CDIS, 2016). Applying these data into the proposed system implemented, the results are obtained as 
explained next section. The mathematical model will cover the main objectives stated in the KSA Plan and that 
stated in KSA Strategic Plan (AAFAQ). It will be restricted to a-3 year planning horizon as an example for 
application, but it can be extended to longer time span with little modifications. To design the decision variables 
for the case study applied, it is necessary to represent all different problem attributes as defined in Table 1. 
 

Table1:  Problem attributes and their values. 
 

Values Attributes 

y = 1 for the first year of the next plan 2016, 2 for the second and 3  for the last year, 
y = 0 for the last year in the previous plan (current year, 2015), y= -1 for year 2014 and 
so on. 

y = Year of the 
plan 

u = a university, u	 ∈ U, the set of all universities in the country. u = University 

E for Enrolled and G for Graduated i = Status 

 b for boys section and g for girls section j = Gender 

m = a college in the medicine specialty, m ∈	 M, the set of all colleges in the Medicine 
specialty, 
s = a college in the Science & Engineering specialty, s ∈	 S, the set of all colleges in the 
Science and Engineering specialty, a = a college in the arts specialty, a	 ∈	 A the set of 
all colleges in the Arts specialty and T for the total number in all specialties M, S and A 
in all universities U. 

k = Education 
 Program 
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Table 2:  The KPIs input parameters related to the applied case study. 
 

Symbol Meaning Value 

௥݌
௬ Annual growth rate for enrolled students in year y of the planned horizon. 4.5% 

௦݌
௬ Percentage of the total number of students enrolled in science & engineering and medical 

programs to the total number of students enrolled in higher education in year y of the 
planned horizon.  

60% 

௠݌
௬  Percentage of the total number of students enrolled in medical programs to the total 

number of students enrolled in science & engineering and in year y of the planned 
horizon. 

16.5% 

௣݌
௬ Percentage of total enrollment in higher education regardless of age, to the total 

population in the age group of 18-23years in the same year y of the planned horizon.   
50% 

௛݌
௬ Accepted percentage in higher education from high school graduates in year y of the 

planned horizon.   
55% 

௚݌
௬ Percentage of the total number of enrolled girls to the total number of boys enrolled in 

year y of the planned horizon. 
90% 

Percentage of the total number of students in each discipline of university education to the total 
faculty (F) in that specialty in year y of the planned horizon is: 

ெߚ
௬  Medicine 10 :1 

ௌߚ
௬ Science & Engineering 17: 1 

஺ߚ
௬ Arts    22:1 

௎ߚ
௬ Total University  20: 1 

௥ݍ
௬ Annual growth rate of the number of graduates for year y of the planning horizon.  7.2%. 

ௗݍ
௬ The planned percentage of students who will complete their studies in year y of the 

planned horizon to the total number of students enrolled five years ago.   
85% 

 
 

Table 3: The input data in the year 2015, used as current year in the mode. 

Symbol Meaning Value 

்,ா,௕ݔ
௬ିଵ,௎ Total number of boys enrolled in Saudi Arabia in all universities in year y-1 (2015 

= last year of the previous National plan). 
214,603 

 

்,ா,௚ݔ
௬ିଵ,௎ Total number of girls enrolled in Saudi Arabia in all universities in year y-1 (2015 

=last year of the previous National plan) 
199,185 

 

	 	 ௕,ெ,ீݔ
௬ିଵ,௎ Number of graduated boys in the Kingdom in year 2015 (medicine) 3,191 

௕,ௌ,ீݔ
௬ିଵ,௎ Number of graduated boys in the Kingdom in year 2015 (science & engineering 

specialty) 
18,103 

௕,஺,ீݔ
௬ିଵ,௎ Number of graduated boys in the Kingdom in year 2015 (arts specialty) 13,851 

௚,ெ,ீݔ
௬ିଵ,௎ Number of graduated girls in the Kingdom in year 2015 (medicine) 3,456 

௚,ௌ,ீݔ
௬ିଵ,௎ Number of graduated girls in the Kingdom in year 2015 (science & engineering 

specialty) 
22,871 

௚,஺,ீݔ
௬ିଵ,௎ Number of graduated girls in the Kingdom in year 2015 (arts) 34,797 
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Table 4:  Input data related to the Kingdom of Saudi Arabia for different years. 

Symbol Meaning Value in Year y 

  2015 2016 2017 

஼ܰ
௬ Population of Saudi Arabia in the age of 18-23 years. 1,297,000 1,335,910 1,375,987 

ுܰ
௬ Total number of High school graduates. 404,742 422955 441988 

௕ܰ
௬ Number of boys for bachelor Scholarships abroad. 22,644 24,908 27,399 

௚ܰ
௬ Number of girls for bachelor Scholarships abroad. 8,477 9,325 10,257 

௨ܤ
௬ 

 
Total Budget for a university u in a year y (in million 
SAR). 

32,500 35,750 39,325 

ܿ௨
௬ 

 
Average cost of one student in a university u in a 
year y (in SAR). 

56,250  61,875 68,063 

௕ெܨ
௬,௎ Number of faculty in all universities (boys section, 

medical specialty) 
7,425 8,168 8,984 

௚,ெܨ
௬,௎ Number of faculty in all universities (girls section, 

medical specialty) 
4,433 4,876 5,364 

௕,ௌܨ
௬,௎ Number of faculty in all universities (boys section, 

science and engineering) 
19,346 21,281 23,409 

௚,ௌܨ
௬,௎ Number of faculty in all universities (girls section, 

science and engineering) 
8,658 9,524 10,476 

௕,஺ܨ
௬,௎ Number of faculty in all universities (boys section, 

arts specialty) 
9,431 10,374 11,412 

௚,஺ܨ
ଵ,௎ Current number of faculty in all universities (girls 

section, arts specialty) 
9,776 10754 11829 

்,௕ܨ
௬,௎ Number of faculty in all universities (boys section, 

all specialties) 
37,245 40,970 45,066 

்,௚ܨ
௬,௎ Number of faculty in all universities (girls section, 

all specialties) 
23,405 25,746 28,320 

 Value in Year y 

  2011 2012 2013 

ா,௕,ெݔ
௬ିହ,௎ Number of enrolled boys (medicine).  8,518 9,370 10,307 

ா,௕,ௌݔ
௬ିହ,௎ Number of enrolled boys in year y-5, y-4 and y-3. 

(science & engineering specialty) 
93,807 103,188 113,506 

ா,௕,஺ݔ
௬ିହ,௎ Number of enrolled boys (arts specialty) 34,301 37,731 41,504 

ா,௚,ெݔ
௬ିହ,௎ Number of enrolled girls (medicine) 7,114 7,825 8,608 

ா,௚,ௌݔ
௬ିହ,௎ Number of enrolled girls (science & engineering) 92,867 102,154 112,369 

ா,௚,஺ݔ
௬ିହ,௎ Number of enrolled girls (arts) 38,993 42,892 47,182 

 
Relevant parameters and data for the applied case study are collected and presented in Table 2, (MHE, 2016). 
Table 3 represents the input data in the year 2015; which considered as current year y in the goal programming 
model. Table 4 represents the input data for different years needed in the mathematical model. Based on these 
defined attributes and equations, the results obtained are explained in section 6.   
 
H-SDSS System Implementation 

The hybrid integrated models subsystem is implemented based on goal programming method (El-Quliti, 2016). 
The enrollment part is presented in equations (1-57) shown in the Appendix. The graduation part are solved directly 
using the inequality relations (58-69). Relevant model parameters and data for the applied case study are 
represented in the Tables (1-4) in the previous sections. Figure 3 shows a simplified flowchart for the algorithm 
implemented. Details computations are explained in next sections. 
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Figure 3. Simplified goal programming followed steps for the H-SDSS algorithm implemented. 

 

Control the Education Tracks 
The percentage of the total number of students enrolled in science and engineering and medical programs to the 
total number of students enrolled in higher education is  more than or equal 	 ௦݌

௬ and computed as shown in 
Appendix-part (ii-A). The percentage of the total number of students enrolled in medical programs to the total 
number of students enrolled in science and engineering is    more than or equal 	 ௠݌

௬   and computed as shown 
in Appendix part (ii-B). The Tracks Specified Model (TSM) executes these functions. 
 
Control Students Enrollments and Graduation Rate 
All the resources of the teaching process are collected in the total budget required for a University u that should 
not exceed a certain total limit of ܤ௨

௬ at any year y of the planning horizon. 
ܿ௨
௬ = cost per student in a University u in a year y, and 
௨ܤ
௬= Maximum budget for a university u in a year y,  

The percentage of total enrollment in higher education regardless of age, to the total population in the age group 
of 18-23 years ≥	݌௣

௬, and the accepted percentage in higher education from high school graduates in the same year 
௛݌ ≤

௬. It is required to increase the enrollment of students in higher education with an average annual growth rate 
of	݌௥

௬. The percentage of the total number of enrolled girls to the total number of enrolled boys in higher education 
௚݌	 ≤

௬. These values are computed as shown in Appendix part (iv).  The number of graduates that will be increase 
with an average annual rate = ݍ௥

௬. Percentage of students who have completed their studies in a given year to the 
total number of students enrolled in universities five years before that year=ݍௗ

௬ . These values are computed as 
shown in Appendix part (v). The Colleges Enrollment Model (CEM) and the Capacity Forecast Model (CFM) 
process these tasks. 
 
Results and Discussion 
Table 5 and Figure 4 show the predicted number of students enrolled and graduated in the years 2016, 2017 and 
2018. Results show that the number of enrollment students increase regularly every year. So that decision makers 
has to take necessarily steps towards supplying required resources to cover this increase. The number of graduated 
students also increases regularly every year. This increased value has to be taken into consideration by labor market 
for offering qualified jobs suitable for the graduates excess. It is also noted that the average number of drop out 
students (E-G) is increases.  This value is high and it should be taken care of by university decision makers to be 
reduced. And Higher Education Ministry plan recommended dropout rate should be within the limit of 1%. 
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Table 5:  Optimal solution for planning per year (y). 
 

# Meaning Decision 
Variable 

Year (y) 

2016 2017 2018 

1 Enrolled boys in medical  EBM 12,250 13,451 13,907 

2 Graduated boys in Medical  GBM 7,240 7,965 8,467 

3 Enrolled boys in science  EBS 54,856 56,612 69,936 

4 Graduated boys in science  GBS 47,736 49,710 51,639 

5 Enrolled girls in medical  EGM 9,325 10,244 11,465 

6 Graduated girls in medical  GGM 6,047 6,651 6,954 

7 Enrolled girls in science  EGS 46,729 52,044 53,003 

8 Graduated girls in science  GGS 36,937 38,831 40,638 

9 Enrolled boys in arts  EBA 34,907 41,629 43,566 

10 Graduated boys in arts  GBA 29,156 32,071 34,328 

11 Enrolled girls in arts  EGA 39,666 40,901 43,632 

12 Graduated girls in arts  GGA 33,144 36,458 39,843 

 

 
 

Figure 4. Enrollment and Graduated students predicted w.r.t years 2016-2018. 
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Conclusion 
This paper introduced a new architecture of hybrid strategic decision support system (HSDSS) that can be used 
efficiently for colleges’ enrollment capacity planning. This can help university decision makers for tackling 
problems related to students’ college enrollments as well as to suggest required facilities that are helpful to 
accommodate increasing future demands and needs. The HSDSS uses goal programming methods for predicting 
future capacity, as well as data mining knowledge base algorithms for determine students’ suitable tracks and 
college enrollment that satisfying students’ desires and university criteria. Results; of the applied case study; show 
that the number of graduated students increases annually. This can be reflected on labor market needs for offering 
Science related jobs with 60% and Art specialist related jobs with 40%, as Ministry of Higher Education in KSA 
plan recommended.  In addition, results show that students’ dropout also increases functional to the enrollments 
and this cause a problem. Hence, university decision makers have to take necessarily solutions to limit this 
increase, the recommended value hoped to be achieved is 1%. 
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Abstract: Polymer technology is developing products for diverse needs. 
However, the expected properties of materials are rapidly increasing. Many new 
products have been developed using nanotechnology in the development of 
polymer production. These products can be illustrating change properties as 
physical, structural, morphological, electrical and mechanical properties when 
compared to the microstructure. Detection of these changes can be determined by 
an examination of these materials. In this study, the investigation of the effect of 
high-intensity polyethylene is filled by zinc oxide, magnesium hydroxide, calcium 
carbonate and silicon dioxide. The experiments show that It varies according to the 
tribological properties of nano contribution rates. High density polyethylene with zinc 
oxide, magnesium hydroxide, calcium carbonate and silicon dioxide have been 
mixed at % 5, %10, %15 and % 20 proportion. After the mixing activity the 
dehydrated materials have been changed into granule. 
Key Words: Wear Performance, Nano powder, HDPE 

INTRODUCTION 
In recent years micro-and nano-fillers have attracted great interest, both in industry and in academia, because 
they often exhibit remarkable improvement in materials properties when compared to conventional 
composites made by using macro-fillers. These micro-/nano-composites can be made with very low loading 
of micro-/nano-fillers as compared with macro particle sized fillers (Ray, 2003). High density polyethylene 
(HDPE) is widely used as a commodity polymer with high-tonnage production due to its distinctive 
mechanical and physical properties. Because of its low toughness, weather resistance, and environmental 
stress cracking resistance as compared to engineering polymers, its application in many areas has been 
limited. To improve these disadvantages, HDPE has been reinforced with fillers [Wang, 2009; Rothon, 1995-
1999; Ersoy, 2012). Wear is defined as the loss of materials at the rubbing surfaces. Wear rate on the type of 
material, to the shape of the rubbing surfaces of the friction conditions and depends on the chemical effects 
of the environment. Maintained a certain period of effect of a given force to the test parts for wear reduction 
in the amount or size reduction by weight or volume are measured (Ersoy, 2015). 

Determined by the literature and the results of similar studies have been examined. Dhoka et have examined 
the effect of the addition of nano ZnO on silicone modified alkyd- based coatings with water based on the 
mechanical and heat resistance. In this study, nano- ZnO was added in different proportions. Contribute to 
the increase of the rate of increase has caused the wear rate (Shailesh, 2009).  

In a study conducted; PP - Mg (OH)2 which size is 50 nm were mixed. Mixing ratios caused the reduction 
of wear. The change in the wear rate of the material has been found to be associated on hardness value. (Saçaklı, 
2012). 

In another study performed on mechanical and wear behavior of vinyl ester resins investigated the effect of 
nano silica filler. In this study, vinyl ester resin was mixed SiO2. This abrasion test was applied to the 
obtained material. Results of an increase in contribution rates indicate that the wear rate increases. Another 
study on the ZnO nano-composites and aluminum were also examined and compared with SiO2 and their 
wear rate comparison with other samples and their result values were found to be better than other nano-
materials filler composites (Elansezhian, 2011). 

Experimental Details 
High-density polyethylene (HDPE) Was supplied by Petkim (Izmir-Turkey). Specific gravity is 0,970 g/cm3. 
Melt flow rate is 5.2 g/10 min (190o C–2.16 Kg). Yield strength is 28,0 MPa and notched Izod impact (23o 
C) is 12 kJ/m2. Zinc oxide nano powder was supplied by MK nano. Particle size is ≤50 nm and white powder.
Its purity is 99.9 %. Magnesium hydroxide nano powder was supplied by MKnano. Its purity is 99 %. Particle
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size is 50 nm. Calcium carbonate (calcite- CaCO3) Nano powder was supplied by Cales de Llierca. Its purity 
is 98 %. Particle diameter is 50 nm (Ersoy, 2012) 
 
SiO2, ZnO and Mg(OH)2 were dried in a Vacucell VD 55 vacuum oven at 105oC for 24 hours before being 
blended with HDPE. Mechanical premixing of solid compositions was done using a blender for 15 min. 
Samples with various proportions of HDPE/SiO2, HDPE/ZnO and HDPE/Mg(OH)2 polymer composites 
were produced between 180-220 oC at 20-30 bar pressure, and a rotation rate of 30 rpm, with a co-rotating 
twin-screw extruder. L/D ratio is 30, Ǿ: 25 mm. To prepare the samples for thermal and mechanical tests, the 
following injection conditions were used: Injection temperature was 180-220 oC, injection pressure was 110-
130 bar, dwelling time in mold was 10 s, and screw rotation was 25 rpm, Polymer composites were also dried 
in vacuum oven at 105 oC for 4 hours after extrusion (Saçaklı, 2012).  
 
METHODS 
Wear rate that the fragment of material is determined by counting the amount by mechanical rubbing, 
scraping and erosion. The cylinder is wearing to polymer without overheating wherein the force applied is 
10N. Test, according to the type of the sample, 10, 20 and 40 are made according to one of meters. The 
result of this operation indicates deliver the ratio of the wear resistance. This value is expressed as volume 
loss or abrasion (ASTM D638). Figure I. shows operating principle of the abrasion tester. The device has TS 
EN 12770 as a reference number which is containing the abrasion test method that used in the standard [6]. 
The device used in the assay is Devotrans brand. This device is located at Marmara University Faculty of 
Technology and Metallurgy Laboratory. Test samples have 4 mm thick and 16 mm diameter. The weight of 
the test sample is determined. Samples should be in full contact with the abrasive system as TS EN 12770 
and TS 11007. 
 

Figure 1. The abrasion test device  
 

The device reaches 40 meters by 84 cycles. Thereafter the test stops and the part is ejected. And 
then the weight of the sample is determined. This process is repeated for 5 samples which is TS 1731. The 
wear tests were done according to the DIN 53 516 method with Devotrans DA5 (Devotrans, Istanbul-
Turkey) abrasion test equipment. The friction coefficients and wear rates reported in the present study were 
the averages of three measurements. The thickness of the test specimens was 7.0 mm and diameter was 
15.5 mm. The mass loss of the specimen was measured after the wear test, in order to calculate the specific 
wear rate by the equation:  

  

ݏܹ ൌ	
∆௠

ఘ	.ி௡.௅
 (mm3/Nm)                                (1) 

 where  Δm: mass loss,             
ρ: density (0.958), 
FN: normal load,             
L: sliding distance 
  

RESULTS 
The abrasion test result values are presented in this section. The results indicate that wear rate value of pure 
HDPE was identified as 0.000172 cm3/Nm as reference value. All these measurements compose on this 
reference. Material increase in the contribution rate caused by corrosion of the values were determined. 
 
HDPE - ZnO nano-composite examination of the wear rate values which is 5% ZnO reinforced materials 
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was 0.00018 cm3 / Nm. This corrosion rate is seen that an increase in value arrive 4.6%. ZnO wear rate 
10% contribution values has led to an increase of 16.3% (0.00020 cm3 / Nm). 15% ZnO contributing which 
is metal-based materials was studied and the wear rate determined 0.00021 cm3/Nm, it increase 22.1% on 
wear rate ratio. Contribution of 20% ZnO grew by 27.9% in value of the wear rate 0.00022 cm3 / Nm is. It 
was observed that the wear rate increases. Contribution of 20% ZnO grew by 27.9% on value of the wear 
rate (0.00022 cm3/ Nm) 
 

 
Figure 2. The wear rate as a result of abrasion test values (cm3/Nm) 

 
Metal materials such as ZnO, which class of Mg (OH)2 addition of HDPE nano-composite wear rate values 
are examined, depending on the surface roughness increased wear rate. Examined the contribution of 5% of 
this value, the wear rate of 22,1% was observed with the increase in 0.00021 cm3/Nm. Additives 10% 
ZnO, the increase in wear rate is 39.5%. The wear rate of 15% ZnO increased 0.00026 cm3/nm value 
(51.2%). In 20% of the additive reaches 0.00028 cm3/ Nm seen. 
 
Organic materials such as CaCO3 and SiO2 were found to contain high increase in the wear rate. HDPE - 
CaCO3 contributing 5% of nanocomposite was determined as 0.00023 cm3/ Nm, where in wear rate 
increased 33.7% by reference values of HDPE. Wear value with 10% fill rate increased by 57% and reached 
0.00027 cm3/ Nm. Contribution rate of 15% CaCO3 on the wear rate is 0.00033 cm3/ Nm (91.9% increase). 
20% CaCO3 additive caused an increase in the rate of 127%. Here the value of wear rate cm3 / Nm 0.00039. 
HDPE - SiO2 by mixing additives with the HDPE increases were observed very high in wear ratio. 5% 
SiO2   added increased wear rate value 74.5% (0,00030 cm3/Nm).  Wear value contribution of 10% SiO2 
was determined to be 0.00033 cm3/nm. Here increase in wear values as 91.8%. Attrition values of 15% of 
additives identified as 0.00035 cm3/nm. This indicates an increase in the rate of 103.5%. Contribution rate 
of 20% indicate that increase wear value as 109.3% (0.00036 cm3/nm). 
 
Additives used in the study of the ZnO and Mg (OH)2 depending on the contribution rates of nano-powders 
of the wear rate is understood that a linear increase. CaCO3 and SiO2 nano powder additives for wear rate 
was determined at the highest level in test groups. 

 
SEM - EDAX 
Nano- powder were conducted in order to determine the content by EDAX analysis. The data obtained are 
presented in Figures. 
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Figure 3. EDAX analysis results for ZnO, Mg(OH)2, CaCO3and SiO2 

 
CONCLUSION 
Wear is the loss of material from the rubbing surfaces and its calculate quantity, by weight or volume or 
size reduction. Wear is the loss of material from the rubbing surfaces and it can be calculated quantity, 
weight and volume or size reduction. In this study; high density polyethylene incorporated nano powders 
were found to improve wear rate. Contribution rates have increased abrasion values. All material 
contribution rate, the highest values were observed in the highest wear. ZnO - HDPE composite materials 
for wear values increased about 20%. This increase was determined at Mg (OH)2 at 27%, 109% in the 
addition of SiO2, 126% of CaCO3 filler respectively. Finally, it seen that wear rate of SiO2 did not change 
at %20. It is understood that the SiO2 nano-fill is not effective after this at 15%. After this work, researcher 
can work on filled new rate and their statistical analyses. 
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